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1. Introduction

Mativation

‘Automated Essay Scaring’ has been a large area of research since the 1960s. In such a process, a
variety of ‘features’ are extracted from essays, such as word and sentence length and the structure
of sentences, before the data is collaborated to provide a final classification [SHERMIS 03].

‘Automated Exam Scoring’ is a more objective mode of classification, in which answers are analysed
for the presence of concrete facts or statements instead of using any continuous measure. This has
been the subject of much research in the Computational Linguistics department at Oxford
University, using an online study as the source of data, in which students completed a GCSE Biology
paper [PULMAN 05]. The techniques employed are varied, but falls into two main categories. One
simulating a human style marker defines the marking scheme via patterns inputted by an
administrator, allowing for as many variants of an answer as possible. The clear disadvantage of this
method is the hours of work required to painstakingly write these patterns, but this method yields
high accuracy. Average accuracy in excess of 95% was obtained.

The latter method adopts a machine learning appraach using a set of pre-marked answers for the
training process. [PuLMaN 06] experimented with a system in which the answers are treated as a ‘bag
of words’ with no semantic structure incorporated. A technique known as ‘k nearest neighbour
(KNN)" was used, which initially removes stop words from the answer sets (words of comman usage
such as ‘and’) and assigns each keyword a TDF-IDF measure (“Term Frequency” and “Document
Frequency”, concepts in the Information Retrieval domain combined to indicate the ‘significance’ of
a term}. Each answer in the training set is then converted to anincidence vector form given its terms
{weighting each element with the corresponding term’s TDF-IDF measure), as well as the answer to
classify. Using a distance measure, the closest k training answers are abtained, and the modal score
of these used far classification.

This naive method is subject to @ number of problems, as highlighted by Professor Stephen Pulman
in this BBC News article:

“Prafessor Srihari asked human examiners to grode 300 answer booklets. Half of the graded scripts
were then fed into the computer to "teach” it the grading process. The software identified key words
and phroses that were repeatedly associated with high grodes. If few of these features are present in
an exam script, it generally receives a law grode...

Prafessor Stephen Pulman at the University of Oxford has identified another potential pitfall in
Prafessor Srihari's approoch. "You con't just look for keywards, because the student might have the
right keywords in the wrong configuration, or they might use keywords equivalents,” Professor Pulman
says.”

Thus if the answer requirement is a statement such as ‘the cat chased the mouse’, then an answer of
‘the mouse chased the cat’ would be accepted despite the clear semantic inequality, due to the
identical set of words.

This project aims to extend this method by incorporating the semantic structure of sentences, so
that for the above example ‘the mouse chased the cat’ would be marked as incorrect, whereas ‘the
mouse was chased by the cat’ would be marked as correct.



CAndC Parser & Boxer

The CAndC {Clark and Curran) parser uses statistical methods and ‘supertagging’ to convert English
sentences into a tree representing their structure, as detailed in [CLARK 07]. it was developed by
Stephen Clark (a lecturer at Oxford University and member of the Oxford Computational Linguistics
Group) and James Curran. The output of the parser is a CCG {Combinatory Categorial Grammar) file,
representing this sentence structure,

Alone, this representation is insufficient for machine learning use, given that the semantic
interpretation of the sentences is our concern. We therefore use a tool called Boxer, which uses
Prolog to convert the CCG into a form called DRS (Discourse Representation Structure). This is
compatible with first-order logic, and thus can be used to make reasoned logical deductions (with its
application extending to other systems such as Question Answering).

Consider the sentence “Julia saw Bob eat the marshmallow.” Its LCG form is:

Julia saw Bob aat the  marshmaflow
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The graphical form of its corresponding DRS is:
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Verbs and nouns are represented as objects (here x0 to x5) with predicates defining their properties
and relations connecting them.

The Data

All data is from students’ answers to GCSE Biology papers (both foundation and higher tiers) from
2001 and 2003. The anonymised data is made available under a confidentiality agreement courtesy
of the OCR Exam Board. Maximum marks for answers vary between 1 and 4 marks.

Weka

Weka is a suite of machine learning tools for Java, developed by the University of Waikato in New
Zealand. It provides a variety of classifiers {including Naive Bayesian, Neural Networks and Decision
Trees), clustering algorithms and other utilities. Downloads and documentation can be found at
http://www.cs.waikato.ac.nz/~ml/weka/.




2. System Overview

In the scope of this project, we investigate 3 different methods of exam mark classification: a naive

keyword approach in which the answers are treated as a ‘bag of words’ as described above (but
using a more standard classifier than the ‘k nearest neighbour’ technique}), an approach which
incorporates the sentence semantics, and a potential optimisation of the latter which uses a new

type of classifier. All 3 methods use a ‘supervised learning’ approach, that is, we train a classifier
with pre-marked data, and use this to mark subsequent answers.

Such a classification problem requires a number of stages:

1.

English CSV
i———l

Semantic Conversion: This takes the answers in English {a CSV file containing the answers
and marks), and converts them to a semantic representation, using the CAnd(C parser to
identify the sentence structure. This is then fed this into Boxer, producing a semantic
representation {i.e. a DRS). Clearly this step is skipped in the keyword approach. The
conversion process is described in Section 3.

Featurisation: A ‘feature’ is a singular property encompassing some fact about an answer. A
‘binary feature’ takes the value 0, denoting the feature is not present, or 1if it is. The aim of
this stage is to provide some function which maps the answer (either in its raw form for the
keyword approach, or the DRS for the semantic approach) to a set of such ‘features’ which
are satisfied. For the keyword approach, the mapping simply produces a set of words the
answer contains. For the semantic approach, the DRS is a non-linear structure and thus the
mapping is more ambiguous. The latter is dealt with in Section 4.

Data Preparation: Such features from all answers must be collated to provide a suitable
input for a classifier. This data is embodied as a file known as an ‘ARFF’. See Section 5.
Training: A suitable machine learning classifier is chosen, and is ‘trained’ with this data.

Classification: Subsequent new answers are parsed {if necessary) and featurised as before.
This is fed into the trained classifier to provide an estimated classification {i.e. a mark} for
the answer.

Semantic

Parser {1)

English
answer




3. Parsing

Our initial input data is a CSV file containing a list of English sentences, each with a classification. The
aim of the parsing process is to produce a new CSV file, instead with DRS expressions representing
each of the sentences. There are 2 methods of parsing.

One method uses the online parser found on the CAndC website.' However, a more practical
solution would incorporate a server which can administer requests from clients and send the parsed
expressions back. The CAndC tools include a SOAP server and client, which communicate with each
other (potentially externally). The advantage of these is that the high overhead cost associated with
starting the parser need only occur once in the server’s lifetime, relative to once per parse request.
Both of these operate on the same host, and we disregard their remote capabilities of these in order
ta produce a Java ‘wrapper’ which gives this functionality. The SOAP client should not be confused
with the remote Java client, the latter of which generates the parse requests.

What is required is a server which forwards requests to the SOAP client {which in turn communicates
with the SOAP server}. It may need to manage the requests of multiple remaote clients, and thus we
create a separate manager for each connection, running concurrently. It performs the following:

1. The SOAP server is started.

We indefinitely wait on a specified port for external clients to make a connection. When an
incoming request is received, a socket and a manager representing the connection are
created.

3. In this manager, we construct an input and output stream from the socket, and continually
read from it until the connection closes. We read an English sentence from the stream, write
it to a file {given that the parser reads from a file} and instruct the SOAP server to parse the
sentence. Finally we use Boxer to convert this to a DRS expression, which is delivered to the
output stream.

A client end of the communication is also required. It sends the sentence to the server and delivers
the parsed and boxed DRS expression returned to the required resource. As before, we establish a

socket using the host name and port of the external machine running the server, and construct an

input and output stream to read and write from.

The structure of the entire parsing system can be summarised as follows:

! This can be found at htto://syn.ask it.usyd.edu.au/trac/cande/wiki/Demo
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4. Representing Semantic Atomic Facts

As previously discussed, previous attempts at implementing a machine learning system to classify
answers have relied on treating them as a ‘bag of words’, such that marking was based on common
keywords. However, this has a major flaw. The ordering and form of words have no bearing, leading
to false positives. For example “Jack collects stamps with lill” and “Jill stamps on Jack as he collects
JilI” are Jikely to have similar classifications, despite their very different meanings and different uses
of the word ‘stamps’. In other words, there is no capacity for semantic representation. In the latter
sentence, although Jill is performing the ‘stamping’, it could equally be Jack.

The aim therefore is to derive a way of semantically representing sentences that is complete, sound
and most importantly, linear. That is, we wish to deconstruct a sentence into a collection of atomic
predicates (here described as ‘semantic atomic facts’) such that these properties are satisfied. This is
an example of ‘featurisation’, that is, we identify a number of possible properties of the input data
{in this case, the presence of each of the generated atoms) for the use of machine learning
application at a later stage. To establish these concepts of soundness, completeness and linearity,
take for example a sentence represented by a and the ‘semantic atom facts’ we wish to generate
fromit byaset{B, ..., B.;:

¢ for soundness, Vi. a & B, In other words, ali such facts are implied by the original sentence.

¢ For completeness, (~lv]|-) B E a. That is, some disjunctive/conjunctive/negative
combination of the atoms implies the original sentence. Allowing the disjunctive connective
to yield o may at first seem odd, but the necessity becomes clear when considering
sentences with the word ‘or’; if for example “The kite is red or green” was split into “Red
kite” and “Green kite”.

¢ Linearity simply implies the lack of some recursive or complex data structure, instead
keeping the atomic facts ‘flat’. Here, atomicity implies the absence of the A, v and -
connectives.

We define a suitable function ¢ which produces every possible inference that can be made from a
DRS expression a, that is, the B as defined above. Take for example the sentence “When jolly Caro!
laughs, there is an earthquake”. We can make a number of inferences from the sentence,
representing looser forms:

wWhen Carol laughs, some event occurs.

when someone laughs, some event occurs.

When Carol performs some action, sorme event occurs.
When jolly Carol laughs, some event occurs.

Carol is involved in the sentence.

Carolis jolly.

An earthquake occurred.

When scmegone laughs, an earthguake occurs.

N R

And so on. To formally define @, we consider all the mappings for all possible DRS sub-expressions to
sets of ‘atoms’. The DRS consists of a number of objects, representing nouns or verbs, named via a
specially typed predicate. The atom produced is simply the name of the predicate (note that the
term after the colon indicates the type):



{ p:String }
{ p:String }

¢(p:noun{x})
o(p:verb{x)}

For example, p(cat{x})) = { “cat” }. In addition, other unary predicates representing adjuncts can
modify such an entity; this is an adjective in the case of a noun, and an adverb in the case of a verb.
Its corresponding atoms consist of the name of the modifier and the modifier combined with the
name of the entity. The nm{x} function simply retrieves the assigned ‘name’ of the entity x.

p(p:adj(x}) { p:String , p:Stringnm{x)]}

For convenience, we define @(x) to be ail atoms associated with the entity x. We similarly take ¢ of
the whole DRS expression a as the union of sets produced by applying the function to all expressions
contained within it. That is:

P(px)) w .. wolpaix))
of{as(x})) v ... v p{a.(x)

o(x) = olpx}; ... palxh)
o{a)=play;...; o)

Binary predicates (i.e. relations) connect two entities, and typically represent averbora
prepositional modifier. In mind of providing all inferences, the resulting atoms must incorporate
every possible pair of atoms from the atom sets of the constituent entities:

o plxq, %)) = { p:String[ese;] | e1€ p(x:) A €;€ 0(x,) }

Larger DRS expressions can be combined together using a variety of conjunctives. These must be
dealt with appropriately:

plavp) = o(a)w o ()

planp) = o(a) o (B)

ola =/is B) = {“e;=e", "8y =e)" | e;€ pla) ne;e ¢{f))
ofa — B) = {“e;> & |e1e plajre;e OB}

o(-u) = p(a)

Such a function may initially seem disastrously hideous to a legician: negation is ignored, and
conjunction and disjunction are treated in a uniform way. The motivation is to have as high coverage
as possible of all inferences made by the sentence, with the only requirement being that the original
sentence can be reconstructed from some conjunctive/disjunctive/negative combination of a subset
of (p(a). Note that the equality relation is symmetric, therefore we must supply both orderings in the
string representation. We do not treat a — B as -a v p given we are only interested if the inference
was made, not if it was true vacuously when a is faise.

To demonstrate this definition, take the sentence “The big dog jumped over the lazy man.” This
could be represented in DRS by:

dog(x,) ; bigi{x,) ; man(x,) ; lazy(x;) ; jump(xs) ; agent{x;,x,) ; over(xs,x;)

In this example, the jumping is being executed by the dog {i.e. the dog is the agent of the jumping).
Using the laws above, the following atoms are produced:



dog agent[jump,big[dog]]
big agent[jump,dog]
big[dog] agent{jump,big]

man over[jump,lazy[man]]
lazy over[jump,lazy]
lazy(man] over[jump,man)
jump

Relevance to Exam Marking

The above system is based on assumptions relating to a generic marking system. We assume that
some number of marks are awarded for the conjunctive/disjunctive combination of these atomic
facts. For example, a mark may be awarded for mentioning that the man is lazy (“lazy[man]”) and
another for identifying a jump occurred aver him (“over[jump,man]”).

There may initially appear to be a problem with answers either being too specific or not specific
enough. Say for example that “over[jump,man]” was required for a mark. If the user was to answer
with “jumped over the large man”, we obtain “over(jump,large[man]]” and by deconstruction,
“over[jump,man]” also. Is a mark awarded for “jumped over the large man” if the answer required
was “jumped over the man”? This is somewhat of an ambiguous question. In some cases, the extra
detail may be unnecessary but not detrimental to the answer; we may consider that aur example
merits the mark. However, there are some cases where clearly extra detail changes the answer. Take
for example the answer “The act of putting magnesium in water causes a reaction.” Then “The act of
putting magnesium in water causes a fatal reaction.” is clearly wrong, given that it grossly
misrepresents the magnitude of the reaction.

Fortunately, a suitable machine learning method can usually cater for this. Let an answer be a {e.g.
red dog) and its looser implication B (e.g. dog) such that a — B {i.e. a red dog is a dog):

* Foran actual answer a where B is not specific enough (e.g. where red dog would be awarded
a mark but not dog): a A - holds.

e For an actual answer 8 where a is an acceptable extension (e.g. if dog was accepted, then
red dog would also be accepted): a v B holds.

e For an actual answer B where a is not a valid extension {such as with the chemistry example
above): -a A B holds.

These are ail simple Boolean expressions which can be ‘learned” during the training process.
Classifiers’ ability to learn any such Boalean expression justifies our function ¢ used for linearisation.

There is however one particular flaw with the definition of @, in the way that negation is handled. 1t
is difficult to distinguish between “The dog was red” and “The dog was not red”, since the negation
is ignored, The underlying problem is that the binary value in the vector representation of the
answer represents the presence or absence of a clause, not the Boolean interpretation of ‘true’ or
‘false’. We could propagate the - through subclauses {resulting in sets like { dog, red, red{dog] } and
{dog, ~red, ~red{dog] }}, or use 3-valued logic {i.e. O for the absence of a feature, 1 if present but
negative, and 2 if present and positive), but such attempts generally lowered the accuracy of the
system (by up to 10% for some data sets). One might suggest that this is due to students generally
avoiding specifying a correct answer before negating it. For example, the question “By which process
to plants produce oxygen and food?” is unlikely to be answered with “Not by photosynthesis.”




F

5. Data Preparation and Training

Parsing and atomising from the previous stage will produce sets of atoms for each of the answers. in
order to preduce an input file suitable for a classifier, these must be collated.

In Weka, a training file for a classifier is known as an ARFF {Attribute-Relation File Format) file. The
file has two segments: the first is an ordered list of attributes (each with a data range defined}, and
the second a data table representing the instances (i.e. answers) as vectors, where each element
represents a value for the corresponding attribute {the last value being the classification for the
instance).

Producing the set of attributes is trivial; we simply take the union of all the sets of atoms. To
produce the data table, for each instance in the training set we use the value ‘1’ for an element if the
attribute appears in its set of atoms, and ‘0" otherwise. This is best illustrated by an example;
consider these 3 sets of atoms for the 3 answers in the training set:

Aq = {cat, dog, mouse }, A, ={dog, horse, rabbit},  A;={horse, monkey }

Suppose that A; received 1 mark, A; received 0 and A; received 2. Then the appropriate ARFF file
would look like such:

@relation animal_example
@attribute “cat” {0, 11}

@attripute “dog” {0, 1}
@attribute “mouse” {0, 1}
@attribute "horse” {0, 1}
@attribute “rabbit” {0, 1}
@attribute "monkey” {0, 1}
@attribute “classification” {0, 1, 2}

@data

1,1,1,0,0,0, 1
0,1,0,1,1,0, 0
0,001,071, 2

Notice that we must determine the maximum mark in the training set in order to define the range
for the “classification” attribute. Upon collating the attributes, it is beneficial to maintain a count of
all attributes. Any attribute occurring only once is removed, as it is deemed as having insufficient
impact on the classifier. This has the benefit of massively reducing the number of attributes, thus
making training and classification considerably faster.

Training a classifier in Weka is near trivial using an ARFF file. We construct an untrained classifier,
and an object representing the data in the ARFF file. After providing a reference to this data in the
classifier, the training process is finally invoked?®.

? The trained classifier is required for future use, so we use lava’s FileQutputStream class to write the classifier
to a file. File representations of classifiers are (arbitrarily) given ‘model’ as a file extension.
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There are a number of established classifiers that one may wish to use. Here is a brief description of
the options available:

*  Neural Network: This consists of a number of connected units known as ‘neurones’,
analogous to the functioning of the brain. Each neurone takes the weighted sum of its
inputs, and applies a function {(usually either a threshold or sigmoid function) to produce its
output. The network uses the training set and error minimisation via a process of ‘back
propagation’ to iteratively adjust these weights.

* Decision Tree: This repeatedly partitions the training set on attributes, ordered by the
‘information gain’ (i.e. the extent of diversity in the proposed partitioning) each attribute
provides. This results in a tree, with each node splitting into two given the presence of a
certain feature, and the ‘leaves’ designating the resulting classification.

* Naive Bayesian Classifier: This uses simple probabilistic theory based on Bayes’ Theorem. It
calculates the probability of a classification {given the features) by using the probability of
each feature given the classification and the prior probability of each classification, both of
which are easily calculated. The classification which maximises this probability is selected. It
assumes that each of the features are independent.

*  Maximum entropy modelling: A framework for integrating information from many sources
for classification. The idea is that it finds a model that satisfies the given constraints but does
not go ‘beyond the data’, that is, it avoids a mode! not justified by the empirical evidence
(i.e. the training set). Its advantage over the Naive Bayesian classifier is that it does not
enforce independence assumptions with regard to the features.

Each of these classifiers has its own advantages and disadvantages. For the purposes of the
evaluation process, the decision tree and naive Bayesian classifiers will be used, given their support
by the Weka libraries,

Given our 4 stages of semantic parsing, featurisation, data preparation and training, we now have a
complete system suitable for testing. However, there are some possible refinements we can make
given the specific nature of the classification problem at hand. Two issues raised and explored are
that of spelling correction, and a new form of classification that deals with the cumulative nature of
exam marking.

12
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6. Spelling Correction

Exam answers, typically those of a younger contiguate, must be expected to be filled with both
grammatical and spelling errars. While the former are incredibly difficult to correct by autonomous
means, it is possible to develop a system which corrects spelling errors with a good degree of
accuracy.

One must initially question the importance of this correction in marking. Errors in inconsequential
words which form the structure of the sentence will be of little concern to the examiner. However
correcting such words would seem vital in order for the parser and boxer to establish a more
accurate interpretation of the sentence, and to reduce the number of attributes in training. On the
other hand, misspellings of keywords directly encapsulated by the mark scheme may heavily
influence the examiner’s marking. While the ‘examiner’s generosity’ is possible to approximately
model, it raises the issue that ‘desirable spelling correction” is a fairly ambiguous and
nordeterministic problem. This would suggest that a semi-autonomous approach should be adopted
rather than a fully autonomous one. The system should produce a modifiable mapping defining how
spelling corrections should be made, befare mapping this (whenever the administrator chooses to
do so) on the data.

An important observation to make is that a universal set of correct spellings is difficult to obtain.
Many words are subject specific and thus will not be found in a standard dictionary. Therefore we
must use a combination of the words in the data and words in a dictionary. A simplified version of
the praposed correction algorithm can be defined as thus:

correction{word) = if correct{word) then word else
arg max { { score(x,word) | x& suggestedCorrections(word) } ' { score’(x,word) | xe corpus }}

where score{x,y) and score’(x,y} are two different scoring functions for dictionary and carpus
comparison, We distinguish between the 2 functions since we wish to take into account the
frequency of words in the corpus.

Dictionary Comparison
Upon obtaining a list of suggestions for an incarrectly spelled word, we obtain a similarity measure
between the word w and the suggested correction s:

score(w,s) = a.FirstLetterBonus({w,s) — B.LevenshteinDistance{w,s}
— LetterDifference(w,s} — SizeDifference(w,s)

It was found a = 3 and @ = 2 produced the best results. A number of functions, of the type
{String,String) ~ N, provide various string metrics:

Name Explanation Motivation Implementation

Levenshtein Distance The number of insertion, This provides an initial A dynarmic
deletion, or substitution well-established : programming
character operations comparison measure. alporithm using a (n
required to change fram + 1y x (m + 1}
w to s For cxample, the ) ' matrix, where n and
diskance hetween “kitten” m ave the lengths of
and “sitting”is 3, . the tlwo strings.

13



First Letter Bonus

Letter Difference

Size Difference

Returns 1 the first letter
of hath words is the same,
and 0 otherwise,

Taking each word as a set
of letters, it counts the
number of letters which
are in gne word hut aet
the other. o

The differeace in size
hetween wand s

Rezardless of how badly
a ward s spelled,
typically the first letter is
correct, Thus from
“recteve”, it is more Hkely
that “receive” was
intended than "belicve”,
despite both having the
same Levenshtem
distance,

We favour corrections in
which the lctters used is
more consistent, This for
example  favours  a
correction from “doen” to

““done” rather than the
- less probahte “den”.

This gives more
preference tn a Cletler
pair  swap’  over  an
addition/deletion,  and
eliminates candidate
coirections too different
in size.

B[ letterset(s) N
fetterset{w) | +
#[lettersel(s) N
lettersel{w) |}

| #w- it g

We keep the correction with the highest score, but delay adding this to the mapping given that
this may be overwritten by a better match in the corpus.

Corpus Comparison
When comparing a misspelled word against the corpus (i.e. the exam answers), the assumption
above that the words are correctly spelied can no longer be made; therefore the frequency of each
term must be taken into account. We can augment the previous metric to provide a new one:

score’{w,s) = 1 . log frequency(s) + scorelw,s) - A

In essence, we provide extra weighting if the word is commenly occurring, that is, we can be more
confident of the word’s ‘correctness’. The constant A ensures that it is not necessarily the case that
score’(w,s) > score(w,s) (which would essentially discard dictionary comparison). We make a number

of checks to prevent incorrect mappings:

Most obviously, we ignore the pair (w,s} if w is equal to s (preventing the identity mapping).
We ignore {w,s) if the Levenshtein Distance between them is greater than 5. This prevents a
mapping to a very dissimilar word if it is the best that exists (i.e. it may be the case there is

no mapping available at all).
3. We ignore {w,s) if the frequency of w is greater than the frequency of s in the corpus. This
prevents mapping cycles, which would cause an infinite loop when attempting to map the

corrections on the data.

Other Considerations
There are a few forms of errors that cannot be easily detected by the above methods. We can
correct these accordingly:

14



Plurality errors: It is common for the plural form of a word to be misspelled. For example,
“babies” is commonly written incorrectly as “babys”, and “halves” as “halfs”. In the above
techniques, it is likely that an alternative word will be suggested, therefore we must
compensate accordingly. We hypothetically replace common incorrect suffices with their
correct equivalent, such as “ys” for “ies” and “fs” for “ves”. If the new word is in the
dictionary, we add this to the mapping and ignore any other correction methods.

added to the end. The new string

LN
S

Words augmented with apostrophes: Nouns can have
is not in the dictionary, despite this extension being perfectly valid. We check if the substring
before the apostrophe is in the dictionary, and if so, regard the word as correct.

Word splitting: It is common for certain pairs of words to be incorrectly merged, for example
“aswell”, “alot” and “thankyou”. To split these, we hypothesise a space insertion at each
point in the string; if this forms two words both found in the dictionary, we add this to the
mapping. This method can be problematic if not augmented, given that unlikely splits such
as "aswell” into “a swell” can be made. This problem can be partially alleviated by favouring
splits in which the bigram occurs most frequently in the corpus (i.e. “as well” is likely to
occur more frequently than “a swell”).

Mapping the Corrections
The mappings of incorrect words to their {hopefully) correct forms are saved in a file. This allows the
user to inspect the suggested mappings and either add their own or modify/correct the ones already

present. The mapping is applied simply by searching for occurrences of each member of the
mapping key in the data, and replacing it with its corresponding value.

A Demonstration

Here is a sample of corrections produced when dealing with a question on ‘vasoconstriction”:

alot alot hypothlamus hypothalamus
ammount amount insulater insufator

aswell as well inturn inturn

bodys bodies mantain maintain
capilaries capillaries narmaly normally
capilary capillary prents parents
capileries capillaries presanne person
capillarites capillaries staped stopped
capillars capillaries suplie supply

capillarys capillaries transfered transferred
capilleries capiliaries traveling traveiling
capilliaries capillaries vascoconstrict vasoconstrict
caplliliery capillary vascandriction vasoconstriction
cappillaries capillaries yvasconstriction vasoconstriction
cappillary capillary vascontriction vasoconstriction
cappilleries capillaries vasilaconstriction wvasoconstriction
colser colder vasoconstruction  vasoconstriction
dont don't vesseles vessels

errect erect vessles vessels
everytime every time

F
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7. Cumulative Classification

The approaches used thus far produced promising results despite the small training sets available.

However, there is a significant conceptual flaw in the classification approach used, stemming from
the fact that classifiers have no abstract notion of ‘magnitude’ in their outputted values. Marks
assigned may as well be replaced with arbitrary letters or symbols, since the classifiers cannot
distinguish that a mark of 2 is greater than a mark of 1. This leads to some unfortunate
consequences:

As the maximum mark becomes large, standard classifiers rapidly deteriorate in
performance. Consider for example all answers which are awarded 5 out of 10 marks, These
marks could have been awarded in °C; = 252 ways. Clearly, even with a large training set, it
would be impossible for classifiers to fully encapsulate 5 mark answers, when one considers
that each of these 252 ways are based on multiple features, further increasing the
uncertainty.

We neglect dependency assumptions. If an answer is classified as 2 and satisfies some
property A ~ B, then clearly if two answers both classified as 1 have the properties A and 8
respectively satisfied, then they are strongly correlated. By ignoring these dependencies, we
surrender a large quantity of inference that can potentially greatly aid in the training
process.

A possible solution we propose is to introduce a notion of ‘cumulative classification’, with just one
fundamental property:

If two sets of properties X and Y are satisfied resulting in classifications x and y respectively,
then the overall resulting classification for X LY is x +y (given that X is not a subset of ¥, and
vice versa).

This is an intuitive principle, and encompasses the way in which an examiner would mark a paper. If
an answer gets a mark for mentioning one point and a second for another, then one would expect
this to contribute a total of 2 marks to their final mark. Standard machine learning classifiers cannot

represent this concept.

The method proposed can be divided into 3 distinct stages:

1.

Segmentation: We divide the features into sets of features relating to each mark in the mark
scheme. These sets may not necessarily be disjoint, neither must they span the whole set of
features. We maintain a classifier for each of the marks, with the corresponding sets
denoting each one’s attributes.

Training: For each answer, we determine which of the marks are most likely to be satisfied
and which aren’t, and train each classifier accordingly.

Classification: We combine the outputs of these classifiers to provide an overall classification

for the answer.
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In summary, we are delegating the problem to each of the individual marks, combining their results
to solve the overall classification task. The foilowing sections deal with the motivation and
implementation for each of the three stages.

Scegmentation

The cumulative classifier is a composite of simpler classifiers managing the classification of each
individual mark. Each of these classifiers requires a list of attributes, and intuitively one would
expect this to incorporate features relating to this particular mark. There are two measures which
we must consider to determine the accuracy of this algorithm. The first is precision; the proportion
of features which appear in the ‘'optimum group’. The second is recall; the proportion of features
from the ‘optimum group’ that appear.

Precision is important, when we consider that taking the entire set of features for ail groups, which
preduces 100% recall but low precision, would result in poor classification, given that the system has
no way to distinguish between marks. Recall is also important, given that neglecting important
features produces a classifier that is not representative of the mark.

Some consideration should be given to the relationship between the sets of features. Should for
example the sets be disjoint? This depends greatly on the mark scheme in question. Marks tend to
be based on independent points to avoid ambiguity in marking, but it is very possible that two
different marks will mention the same item or action. The sets need not provide full coverage of the
entire feature set, when we consider that many points contained within some answer may be
entirely irrelevant to the mark scheme, and thus not associated with any particular mark.

We construct 3 different methods that attempt to perform this segmentation. The first 2 of these
use a ‘co-occurrence’ matrix, that is, a symmetric n x n matrix {n is the number of features) where
each element M;; =M, is the number of times feature i occurs with feature j. This can be interpreted
as a measure of the connection between 2 features. To compute this, we take a binary matrix A
representing the training data, such that each row is an incidence vector representing one answer’.
M is easily calculated:

M=AT.A

This follows from the fact M;; takes the dot product of columns i and j (where such a vector is the
incidence vector of a particular feature across all answers), eguating to the number of times both
features occur across all answers (i.e. if both features are present in a particular answer, their
product is 1, contributing to the total count, otherwise their product is 0). We could feasibly use M*
for some k > 1 to improve the connectivity of features. If k = 2 for example, then M?, conceptually
indicates the extent to which feature i is connected to feature j via some intermediate feature; if for
example “cat” occurs with “fur” in an answer and “fur” with “dog”, but not “cat” with “dog”, then
M’ allows us to make such a connection between “cat” and “dog”. In practice this has an adverse
effect for the type of data in question. We finally map the log function onto all elements of the

* An initial assumption was that filtering the matrix to rows that received ‘1’ as a classification may provide an
optimisation. This is because each row would have present features mostly corresponding to one mark, thus
increasing the probability that two features have a high co-occurrence due to them relating to the same mark.
However, this reduced the training set to such an extent that this was not a viable approach.

17
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matrix before normalising the columns”. This ensures that particular high co-occurrence values do
not dominate and force other values towards 0 after normalisation.

Method 1: Standard K-means Clustering

K-means clustering is a commonly used method that partitions elements into disjoint sets (which
span the entire set) using 2 standard algorithm. The resulting clusters have been partitioned in such
a way that the mean distance from each vector to the centroid® of its respective cluster is minimised.
The process consists of simply clustering on the columns of M into k sets, where k is the maximum
mark. Weka provides clustering facilities, thus the implementation involves producing a ‘wrapper’
which uses the matrix M to construct an input suitable for the clusterer, before returning a list of
sets, where each set contains the indices of the features in the cluster.

The algorithm is fast and efficient, and provides moderate accuracy for most questions. However the
disjoint set assumption is likely to cause problems for questions where high feature overlap occurs
between marks.

Method 2: [terative Clique Merging
An alternative approach proposed here generates a number of seeds, where each seed is an island
of closely connected features, before merging them into the required number of clusters.

Instead of normalising the columns in M as before, we scale ail elements down so that the maximum
element is 1. We define a threshold a (0 < a < 1) such that if M, 2 a, the bond between featuresiand
jis considered to be ‘strong’, and ‘weak’ otherwise. This allows us to construct an undirected graph
G, where we define the nodes to be the features, and the edges to be the ‘strong bonds’.

To demonstrate this, take an example such that the co-occurrence matrix M is:

MM oM @ >

O QO k= =
OO O R = =@
OO R R RO
OO R RO D
== 00 0O om
= OO O oM

with features A to F. The value of ais arbitrary here since all non-zero values are 1. This produces
the graph:

* Mare specifically, the function is f{x) = log(x+1). This ensures that 0 maps to 0, rather than produce an error.
* The centroid of a cluster is the mean of its constituent vectors,
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We start by identifying all cliques contained within the graph. A clique is a set of nodes such that
there is an edge between every pair of nodes within it. From the graph, we can see that there are 3
cliques: (E, F}, {A, B, C} and {A, C, D}. To identify the cliques, we devise the following algorithm:

Let cliques = &
For feach row i of M)
if (cliques is empty] add new clique (i ] ta cliques
Eisef
Far ( each clique g in cliques)
if oli the bonds fram i to each af the elements in q are strong,
additoq.
Else if all the bonds fram i to each of the elements in q are weak
{and additionally, i was not added to any other clique in cliques)
create a new clique (i) and add it to cliques.
Lise fi.e. we have a mixture of weok and strong bonds) create
o new clique:
q’=(i)w(j|strongfi,f),j€q)
and add it to cliques.

Presuming that cliques is not empty, we observe for each of the accumulated cliques which nodes
the node i has edges to. Clearly if there are edges to all the nodes, the clique is preserved so we add
the node i to the set. Similarly, if / has no edges to any element in the set of cliques {such as row E),
we create a new clique (delayed until the end of iteration to ensure this condition is met). Lastly, if
there are edges to some but not ali the nodes in a cligue (such as node D with {A,B,C}), we create a
new clique containing the node itself and those nodes which it has an edge to. One might initially
think this is a polynomial time algorithm® given the nested for loops. However, the inner (oop
becomes larger as cligues expands, leading to an exponential aigorithm.

If we follow this algarithm for the above example, on each iteration we obtain: [{A}], {{A,B}),
[{A.B,C]}, [{A,B,C}, {A,C,D}] {where the split occurs), [{A,B,C}, {A,C,D}, {E}], ({A,B,C}, {A,C,D}, {E,F}].

We desire only k groups however, so the sets above must be merged. Merging is performed by
constructing an appropriate algorithm:

Let groups = cligues; Discard all g € graups of size 1
While{ |groups| > k)
Let bestGroupl = (4
Let bestGraup2 =@
For{ each group gl in groups)
For{each group g2 in graups)
Take the cross praduct of g1 ond g2 (g1 x g2} and
find the average bond strength over alf pairs. If this value
exceeds the best so for, set bestGroupl = g1, bestGroup2 = g2.
Add bestGroupl /bestGraup2 to groups.
Remove bestGraupl and bestGroup2 fram groups.

® If this were the case, then P = NP given that a similar problem, the ‘maximum clique’ problem, appears as one
of Richard Karp's original 21 problems shown NP-complete in his seminai 1972 paper "Reducibility Among
Combinatorial Prohlems"”.
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Suppose k = 2. Then just after one iteration of the algorithm, {A,B,C} and {A,C,D} will be merged to
{A,B,C.D), leaving this and {E,F}. Observing the original diagram, such group identification for this
particular example appears sensible.

The fundamental flaw in this algarithm is that its unavoidable exgonential complexity renders
segmentation on hundreds of features (as would usually be expected) infeasible, Even if divide-and-
conquer techniques could be used on the merging to produce an O(n.logn) algorithm, there exists
tens of thousands of cliques produced from the previous process. Using singleton sets with each of
the features as the seeds for the merging algorithm simply does not work as the resulting sets will be
disjoint; in which case the standard clustering algorithm would be a superior alternative.

One should also note that a slight alteration in a can drastically alter the output of the algorithm.
Clearly tweaking such a parameter dependent on the data set to improve results is undesirable,

Method 3: Manual specification

A non-autonomous alternative is to manually specify the groups each feature appears in. Clearly
manually assigning features to groups removes the problems with the methods listed above, and
any loss in accuracy Is due only to human error. Given that a data set of 150 answers typically
produces 800 features, the task is an arduous one and becomes impractical as the data set
increases. A command line interface developed can alleviate this problem if the mark scheme is
based on simple keywords {see implementation Notes).

Training

The segmentation from the previous stage produces k classifiers with assigned attributes ready for
training. In order to train multiple networks, we must determine a method of taking one instance
and distributing this over the k classifiers.

Suppoese an answer in the dataset obtained a mark of j out of k {0 < < k). Each classifier can only
produce a classification of 0 or 1 {indicating whether the mark was obtained or not), s0 we expect to
train j of these classifiers with 1 {where the instance is restricted to the features the feature set
corresponding to that classifier contains}, and the remaining k-f with 0.

To determine which of these j classifiers are trained with 1, we rank the k groups in order of cosine
similority between the cluster’s vector (with 1s for attributes that occur in the cluster, and Os for
those that don’t) and the instance vector, from highest to lowest. In practical terms, this gives a
relative measure of the magnitude of the instance ‘matching’ each cluster. Once this ranking is
achieved, we simply take the top j elements from the list as the clusters that ‘received’ the mark.

The cosine similarity is a measure of the similarity of two vectors by calculating the angie between
them. For two vectors A and B, it is defined to be:

A.B

cosh = ——
|Al|B]

We can ignore the Euciidean length of the vector corresponding to the answer to classify, since this
will remain constant as we vary the cluster vector. Thus the measure is simply:
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cluster .answer

|cluster]|

Classification

For a new instance, we simply restrict the answer vector to each of the clusters, classify each
instance, and sum aver the classifications. This is analogous to a marker determining which marks in
the mark scheme were awarded, befere totaling their score.

Extending to alternative types of mark scheme requires little change. Take for exampie a scheme of
the form “Award 1 mark for any of the k points, maximum n”. The number of clusters remains the
same, but in classification we take min{mark, n} so that the maximum mark is not exceeded.

A worked example
Suppose a mark scheme consisted of 2 marks, with the following criteria:

1} Mention of a ‘dog’.
2) Mention of the act of ‘walking’ or ‘exercise’.

Suppose also the following training answers were supplied, their classification denoted in brackets:

The big dog started barking. (1)

The dog buried his bone. {1)

Adam enjoys walking and exercise. (1)

The dog enjoyed exercising. (2)

The big lecturer scared the timid student. (Q)

mo N0 ®m P

Each of the answers would be semantically analysed and deconstructed into its constituent features.
For the sake of simplicity, we extract only 4: ‘dog’, ‘big’, ‘walk’ and ‘exercise’. We could therefore
generate the following incidence matrix A for the above answers:

dog big walk exercise
A 1 1 0 0
B 1 0 0 0
C 0 0 1 1
D 1 0 0 1
E 0 1 0 0

Computing M = A" . A, taking the log of each value, and normalising the columns, we obtain:

dog big walk exercise

dog 0.5 0.387 0 0.279
big 1 0.613 0 0

walk 0 0 0.5 0.279
exercise 1 0 0.5 0.442

By inspection of the non-zero values, it is clear that the two groups obtained by clustering are G = {
dog, big } and G, = { walk, exercise }. This is consistent with the original mark scheme. We create a
standard classifier for each of these groups (say C; and C;), and now use the rows of the matrix A to
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train these. We define an ordered list Ly to be the groups in descending order of their similarity with
the row R,

The incidence vectors for the 2 groups are (1, 1, 0, 0)and (0, 0, 1, 1) respectively. Since the Euclidean
distance of these are the same, for this example we can ignore these from the cosine measure and
simply use the dot product instead.

For the first row A, we have the vector (1, 1, 0, 0). We take its dot product with each of the group
incidence vectors:

(1,1,0,0).(1,1,0,0)=2
(1,1,0,0).{0,0,1,1)=0

Since 2 > 0, this gives us L, = [G;, G,]. For this first row, 1 out of 2 marks were awarded, so we train C,
(corresponding to Gy, the first element of the list) with the row (restricted to the features it contains,
i.e. {1, 1} ) and the classification ‘1", and train C, with the row (restricted to (0, 0) ) and the
classification ‘0.

Using this method for each row, we train each classifier 5 times.

Cooon i C,
Row . G, ‘ Training Class { Training Class
! instance instarlc_e L
A2 0 1 (1,1) 1 0 0
B 1 1 (1,9) 1 {0,0) 0
c o ]2 1 (0, 0) o @ 1
D |1 $1 2 (1,0) 1 (0, 1} 11
E 1 o 0 01 o Jwoo o

Now that training is complete, classifying a new answer is a simple process. For example, the answer
“The big hamster had some exercise on his wheel” is converted to the vector (0, 1, 0, 1} using the 4
features. We take the vector (0, 1) corresponding to the group G; and put it through C,. The classifier
hopefully should return ‘0’ given that a dog isn’t mentioned and the ‘big” adjective is irrelevant. Next
we take the vector {0, 1) corresponding to the group G; and put it through C,. The classifier should
return ‘1’ given that ‘exercise’ is mentioned. 0 + 1 = 1, therefore the final classification for this
answer is 1.

Pre-Testing Analysis

Before this system is tested, it is beneficial to establish a hypothetical upper bound on accuracy
compared with conventional classifiers. While cumulative classification has some merits, its
cumulative nature leads unfortunately to cumulative error.

Consider the case where the maximum mark is 1. Since partitioning the feature set into 1 leaves it
unaffected, the algorithm behaves the same as a normal classifier. Suppose that we assign a
probability p that the classification for an instance is correct, and for simplification, presume this is
the same probability as classifying any mark in a mark scheme correctly. If a mark of k out of n was
¢btained, we obtain the following probabilistic upper bound for a correct overall classification being
received:
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minifk,n—k)

P(correct) = Z (f) (n ; k) P (1 - p)¥

r=0

This upper bound could only theoretically be reached if the segmentation is optimal, and if in
training we always identify the correct clusters for which a mark was awarded. This expression
seems complex, but is a simple modification of a standard binomial distribution. To understand it,
consider firstly the probability of the examiner classifying all marks correctly. This is simply p". Now
consider that the examiner accidently assigns 2 marks incorrectly, such that for one mark it was
wrongly identified as incorrect, and another wrongly identified as correct. The total classification
would remain the same, since we are not changing the total number of marks. There are "Cl = k ways
of picking a 1 to switch to a 0, and "¢, = (n-k) ways of picking a O to switch to a 1. (n-2) marks are
assigned correctly with probability p (giving p™*) and 2 marks are assigned incorrectly with
probability {1-p). We generalize this to 2r mistakes where r is the number of incorrect pairs, and sum
over all the possible number of pairs of mistake. There is a maximum of minfk,n-k} mistakes, since
we are limited by the number of Os we can pair with 1s, or 1s we can pair with Os.

To assess the practical impact of this, take p to be a sensible vaiue of 0.85. Presuming a random
distribution of marks out of 4, the average upper bound for the probability of correct classification is
0.55462. Given that errors in clustering and training are likely to lower the accuracy, this upper
bound is bad news. However, accuracy is not the only methad of evaluation, and a measure known
as ‘disposition’ is introduced later to justify the usefulness of this classification technique.
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8. Graphical User Interface

Currently all methods and operations discussed previously are only accessible via the command line.
When dealing with numerous files across the conversion pipeline, this can be somewhat of a

cumbersome process. Therefore, a simple GUI {Graphical User Interface) was developed and used to
facilitate such operations.

The GUI consists of 3 tabbed panels. The first allows conversion between various file formats across
the overall pipeline. The first button takes a CSV of English answers and parses them to produce a
CSV of DRS expressions. The second button uses this and produces an ARFF, and finally the last
button uses the ARFF to train a classifier {(prompting the user to select between the different
classification methods).

Succesafuliy parsed lina

JSucce=ssfully pacasd lins
=5uccesstuli'i barasd line
Sunceastully navaed lihe
9uccesafuliy parasd line
jSuccessfully paraed line 1éI.
:Successiulir pacead Jine }E3
casnfully parsed lin= 164,
JSuccesafully pars=q len= 1<%,
‘Succmmatully paraed lina 16E.

Successfuliy psrsad line LET.
Wum lines: 128
Surcezafully generated fila C: Users Jamis DOCMENTS &¥AMMMATRIRYG %

L

A second panel allows the user to test the performance of the system for a given dataset. The user
simply selects their desired training type and the folder containing the input data (which must
contain a file named ‘answers.csv’), and the results are printed.

|, Stec | pkpfmanmNmek v
Status

Classified as: O. Jriganal score J
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Clasmified as: 0. Criginal scure |
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Classified as: J. IZriginal Scoce L
vlassiTied a3¢ O
Craraeaes

. ogriginal scoars Q H I

correct: 10

Incorrect: ©

iccuracy: §3% !
vvvvvvvvvv EXFFEAFTEATEA TR =gt

Time taken: 28s

itnemzall agouracy: 53 .83040855572515% |
Treerall dispesitien; D, E12807D17E438356 i ki

EARETI TS, TP O |
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Finally, a third panel allows individual answers to be classified given a trained classifier.

There are two features of the GUI worth drawing attention to:

s Drag & Drop file selection box: The class FileDragPanel is simply a component, and allows
the user to specify a file or directory quickly. It has ‘drag and drop’ functionality, allowing the
user to drag a file or directory into the box to make the selection. Alternatively (given that
the file to specify may not yet exist if it is the output of an operation) the user can click the
panel to open a standard browse dialog. The constructor takes a file type {enforced when
browsing) and a name, which is displayed at the top of the panel.

[ Semantic CEV -
J
|

e loading bar: The evaluation process can be long, and thus it is desirable to give the user a
rough indication of the time remaining. Progress bars are easy to create and update in the
Swing framework. However, an issue arises of GUI components becoming ‘frozen’ until the
entire evaluation process is complete, resulting in a jump from 0% to 100% as it finishes. The

s }

solution is to run the evaluation process ‘in the background’. The abstract class
SwingWorker<Void, Void> has a method doinBackground(); by implementing this, we ensure
that updates to the GUI during an operation are administered. The progress is merely an
approximation, with D-20% progress for parsing, 20-40% for generating the ARFF files, 40-
80% for training and B0-100% for testing.

The GUI used the Swing toolkit available to Java. The ‘Look & Feel” (that is, the interface style) is set
to match that of the operation system; as one may have observed, all screenshots were taken while
using Windows Vista.
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9. Evaluation

The form of evaluation used employs a technique known as “10-fold cross-validation”, commonly
used in Computation Linguistic systems. This splits the training set into 10 segments, trains a

classifier on 9 of the segments and classifies the remaining 1 segment. The results are averaged over
the 10 possible testing configurations.

Each answer in the test segment is classified, and is compared to the actual classification from the
data. A measure of the system’s performance is obtained, encompassing two properties:

¢ Accuracy: The percentage of answers that were classified correctly.

¢ Disposition: The average displacement of the estimated marks to the actual marks. This is
potentially a more useful measure for higher mark questions, since for a mark of 4 out of 4,
an estimation of 3 is superior to an estimation of 0.

The Naive Bayesian Network was chosen as the classifier (and for the cumulative classifier as the
sub-classifiers). The decision tree classifier gave on average approximately 5% worse performance,
and thus was ignored. Results were obtained for the 3 different approaches: the keyword approach,
the semantic approach using the parser, and the cumulative classifier described in Section 7.

Resalts
Keyword Approach Semantic Cumulative
Approach Classifier
Q Max  Num Accuracy Disposition Acc. Dis. Acc. Dis.
mark answers

2a 1 200 94% 0.065 92.50% 0.075  92.50% 0.075
2bi 1 192 89% .. Q115 84.87% Q151 84.87% 0.151
2bii 2 190 78% 0225 63.16%  0.374 53.68%  0.489
2biii 1 200 98% 0.025 95% 0.05 95% 0.05
2¢i 2 189 70% 0.335 53.48% 0518 50.32% 0.534
2cii 2 193 78% 0,220 7992%  0.201 72.68% 0.278
4a 2 162 73% 0306 7474% 0296 69.01% 0.322
4bi 1 195 92% 0.080 93.34%  0.067 93.34% 0.057
4bii 2 192 55% 0.465 43.29%  0.687 §5.76% 0.504
4biii 1 L8 81% 0.186 78.33%  0.217 7833% 0.217
4ci p) 19% 71% 0.30%  65.13% 0.379  46.92% 0.612
4cii 1 193 82% 0.180 76.29% 0.237 76.29% 0,237
4d 3 163 45% 0625 3765%  0.708 40.88% 0.77
Saii 2 170 65% 0370 69.41% 0329 65.338% 0.37
6a 3 186 60% 0.490 53.83% 0623 56.37% 0.506
6b 1 201 85% 0,155 91.00% 0.09 91.00% 0.09
6c 4 139 48.5% 0.644 50.71% 0.707 47.14% 0.636
8b 2 186 65% 0366 £9.06%  0.332 66.26% 0.382
9c 2 187 71% 0.300 ©7.35% 0332 52.75% 0.47%
12ci 2 168 76% 0.240 74.41% 0.256 66.73% 0.339
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12¢ii 2 158 62% 0.415 70.29% 0.316  58.174% 0.463
13bii 4 119 68% (.522 66.67% 0.567 61.67% 0.558
Avg 73% 0.309 7047% 0.340 67.07% 0.370
T Keyword Approach Semantic Approach Cumulative Classifier
Mark Average Accuracy Average Accuracy Average Accuracy
1 38.71% 87.33% 87.33%
2 £9.45% 66.39% 59.83%
3 52.50% 45,74% 48.63%
4 5B.25% - 58:69% 54.41%
100%
90% 1
80% -§
70% B8 i
60% g
0% § W Accuracy {Keyword)
40% 8
¥ Accuracy (Semantic)
30% ; )
20% 5 B Accuracy (Cumulative)
10% é ,
0% i 1N
SRS ESCSESE353F88883GC8 @
NRENATSEGISITROOC® OB R
g
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The first noticeable property of the above graph is that the semantic approach was marginally worse
than the keyword approach. This is initially surprising, given that one would expect the set of
features produced from the keyword approach to be a subset of that for the semantic approach, and
thus the performance at least as good. There is a variety of explanations for this decrease in

performance:

1.

Some variation of performance is expected given that the input data used was different.
While the keyword approach used all input data, some badly spelled/ungrammaticail
answers were rejected by the parser, and thus discarded from the training data.

The parser had the effect of transforming some of the words, such as changing plurality
or removing tense, and other forms of ‘noise’.

Sirmilarly, the parser is not 100% accurate, and therefore some answers will have an
incorrect semantic representation.

tMore generally, the results show impressive performance for 1 mark questions, but a considerabie
decline in accuracy as the mark increased. The cumulative classifier gave relatively poorer
performance to the semantic approach for 2 mark questions, but better performance for a few
higher mark questions. Accuracy had some correlation with the size of the data set, albeit small,
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The disposition data did not yield any significant trends across the 2 classifiers, other than being
approximately proportional to the accuracy. There was only one dataset in which the accuracy was
lower for the cumulative ciassifier but had a higher disposition. This is likely to be because the modal
mark for each dataset tended to be 0; thus if a 4 out of 4 mark answer is classified (incorrectly) by
the cumulative technique as 3, and as O by a standard classifier, the low frequency of such high-mark
answers renders such improvement {i.e. a classification closer to the actual mark) insignificant.

For a given dataset, the wildly variable accuracies for each segment in the 10-fold cross-validation
are also indicative of inadequate training data. If a large dataset was used, one would expect these
accuracies to be roughly consistent. !t should be noted that the parser was not always successful in
producing a parse, particularly for long answers. This is unfortunately unavoidable, given the poor
quality of grammar and spelling in many of the answers.

Cumulative Classifier

The poorer than expected results for the cumulative classifier can partially be explained by the often
poor datasets. As identified above, the modal mark was often 0, and for higher mark questions, full-
mark or near full-mark answers were very infrequent {in some cases appearing only once or twice).
This, coupled with the low amount of training data, means that many of the individual mark sub-
classifiers predominantly receive a 0 as a classification in the training data.

It is curious that questions 4d and 6c had very contrasting performance despite both having the
same maximum mark. Inspecting the mark scheme, this is likely to be because there was less overlap
of features associated with marks in 6a (a question on plants, in which the marks were fairly
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independent concepts) than there was with 4d {a question on vasoconstriction, in which 2 of the 3
marks made reference to blood). This strongly suggests that the cumulative classifier performs
better when the clustering is less ambiguous.

Spelling Correction

Question Accuracy Change
da 73.30% -1.44%
Saii 68.82% -0.59%
6a 52.78% -1.05%
6b 88.05% -2.95%
6c 50.90% 0.19%
8b 68.54% -0.52%
9c 66.76% - -D.5B%
12ci 72.46% -1.95%
12cii 68.13% -2.16%
13bii 67.69% 1.02%
Average: -1.00%

The results show that spelling correction yields no improvement on accuracy. There are a number of
reasons why there may have been a slight reduction in performance:

s The correction of words integral to the grammatical structure of the sentence led to less
answers being rejected by the parser. This combined with the other alterations to the
dataset leads to a minor change in accuracy, either positive or negative.

s The spelling corrections may be too generous — that is, an incoherent answer with key terms
misspelled may be penalised by the examiner. This results in some classifications in the
training set being too high.
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10. Conclusion

The results are a mixture of encouragements and discouragements. While the spell correction and
cumulative classifier enhancements failed to provide an increase in performance, accuracy for many
of the data sets was high. However, there was a disappointing lack of improvement in performance
over the ‘bag of words’ approach, even if this perfarmance was significantly superior to that of the 'k
nearest neighbour’ approach in [PuLman 06]. Unless there were fundamental inadequacies in the
method of featurisation used, it is clear that semantic information from the sentences bears littie or
no influence on classification on the type of data used. This is perhaps of little surprise; while
theoretically semantics are of paramount value, in the context of factual exam guestions its use is
limited. Typically one would not expect examinees to write incoherent answers containing the
desired ‘keywords’ in an attempt to fool the system —instead the inclusion of such keywords in an
answer is a strong reflection that the student has understood the topic at hand.

Despite this, the very high accuracies in some test segments suggest that accuracies could be
significantly improved by datasets of a larger size, and thus one could deem the results ‘inconclusive’
given the inadequacy of the data.

Ultimately, the problem with a machine learning approach to automated exam marking is the
existence of a no-win situation, A small training set leads to poor results, but a large training set is
counterproductive for the classification problem at hand; each classifier can only be used for a
specific question, and thus unless the total number of exam papers is very large, manually marking a
large subset of these is not economical.

The conclusion is that the approach of manually specifying the mark scheme required (via the
patterns previously explained in the introduction} is superior to attempting to learn such patterns.
The cumulative classifier may aid in identifying possible groups of features for each mark, but given
100% accuracy in the segmentation algorithm is unrealistic, this leads to features occurring in
incarrect groups, and thus renders such infermation limited in use. The cumulative classifier does
however provide some ‘feedback’ where traditional classifiers would not, in that the classifier
indicates which of marks in the classification were and were not awarded.

There are number of extensions that may be made to this research. A more accurate segmentation
algorithm that doesn’t rely on the co-occurrence matrix could be investigated. Relying solely on the
co-occurrence matrix is possibly naive, as one cannot assume that two features occurring frequently
together necessarily relate to the same mark (and as discussed, limiting the dataset to 1-mark
answers is too restrictive). One might also propose that the system may effectively be used in
another domain where one large dataset is used to classify instead of multiple smaller ones. Other
optimisations could also be investigated, such as ‘stemming’, which merges classes of words
containing variants of the same word (e.g. “fertilise”, “fertilised” and “fertilisation”) into a single
representation.
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11. Implementation notes

All coding was written in Java (1.6).

a)l Parsing

The WebsiteParser class used for ‘online parsing’ simply inserts the English sentence into the URL
{acting as a parameter), obtains the resulting page (using Java’s InputStreamReader on the URL as a
stream), and extracts the DRS expression from it.”

ServerThread is a class used to manage a particular connection. As an extension of Java's Thread
class, such managers can be run concurrently to service multiple connections simultaneously.

Instructions to the SOAP server and client can be made via the command-line. We can execute such
instructions from Java by constructing a Process object. This can be obtained by
Runtime.getRuntime(].exec{command)]. The Process class usefully has a method waitFor(), which
causes the method to halt until the scheduler signals completion of the process. One might wonder
why inelegant file writing and reading were used in ServerThread instead of piping. This is because
the command-line functionality is very limited in Java, and thus can only execute basic commands.

The fotiowing command-line prompts are used in implementing the server:

®  soap_server --server localhost:9000 --candc ../candc/candc-1.00/models/boxer
is used to start the server on the local machine {using an arbitrary port), specifying the
Boxer data as the parsing model to use. Since there is no way of determining whether
the parser has fully toaded, we wait a fixed amount of time {20 seconds) before
continuing.

®  soap_client —-input inputFile --output parsedFile --url http://localhost:9000
This command instructs the SOAP client to communicate with the SOAP server. The
parsed output {in CCG form) is outputted to a file. The port must be the same as that
specified in initialising the SOAP server.

®  boxer —-input parsedFile --output finalQutputFile --hox true —flat
This takes the parsed file and uses Boxer to produce the DRS expression. We extract this
from the output fite and write this to the output stream of the server.

b} Implementing @

Implementing the ¢ function involves 2 stages. The first is to convert the DRS string obtained from
parsing into some object oriented form. The second takes this construction to generate the desired
atoms. The DRSreader class in the ‘parser’ package is used to execute this first stage, producing a
SemanticModel object. A SemanticMode! represents ali the variables, predicates and relations
{including equality, etc.} within the DRS.

To do this conversion, we establish an abstract class Expr. This has 2 unimplemented methods:

7 Such a technigue of “web-scraping” is generally discouraged for large amounts of data, and therefore
WebsiteParser can only be used to obtain parses for individual sentences {i.e. for classification rather than
training purposes).
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e int parse(list tokens, Integer index): Takes a list of tokens {where each token is a word or
character of the DRS string) and the point to which we have currently scanned. This parses
the tokens in a way relevant to the part of the DRS tree we are currently in, and builds up
the internal structure of this object. The integer returned is the new token position after
parsing.

¢ void process(SemanticModel modei}: Used for the second phase. It takes the structure of the
object accumulated from parsing, and updates the SemanticMode/.

We use an abstract class as opposed to an interface so that we can define a method simpleParse,
which parses a single token {containing no information, such as parenthesis) and produces an error if
the token is not as expected.

Clearly we must first convert the DRS string to tokenised form. A method List<Object>
tokenize(String str) in DRSreader performs this, using Java’s StringTokenizer class. To then initialise
the parsing process, we just then canstruct a new Drs object (representing the root of the new tree
being constructed), and then execute its parse method with these tokens. One might wonder why a
List of tokens is used and not a more intuitive data structure such as an fterator, where once a token
is consumed, it is not seen again. The reason is that sometimes we wish to ‘peek’ at the current
token without consuming it, in scenarios where there are multiple types of children that a node
could have.

Now that a tree structure of the DRS has been obtained, we use it to construct SemanticModel. This
object contains the following items:

* A map of variable names to SemonticVar, where a SemanticVar represents a variable in the
DRS. Each has a reference to identify it (e.g. x1), @ name of the object/event it is
representing (e.g. dog), and a list of attributes (e.g. [hairy, large]]. It has methads to set its
name/add an attribute?, set its cardinality, and to obtain a list of its semantic atoms (as
defined earlier).

*  Alist of SemanticRel, representing relations in the DRS. All relations are binary, therefore we
have a reference to the left and right variables (we use their name rather than a pointer to
the variable itself), and the predicate being applied. It similarly has a method to generate a
list of semantic atoms as defined in Section 4.

SemanticModel maintains all other relations, that is, equalities and implications, and has methods to
generate their atoms appropriately. It is possible to have nested SemanticModefs, in the case when
the DRS expression uses the ‘Prop’ {i.e. proposition) construction. When processing this, we
construct a new child SemanticModel, set its parent to the current model, and redirect the
processing of the sub-expression to the child model. Therefore when looking up a Semanticvar for a
given name (a process required by SemanticRel), if it is not contained within the local context, we
recursively search its ancestors.

The Keywordidentifier class can be used to display the list of atoms for a DRS expression. While not
used in the averall pipeline, it is useful for analytical purposes.

® We can determine an entity’s type by its ‘posType’ value. If we have hairy(x1) and hairy has the type ‘a’
{indicating an attribute} we add it to the list. If we have dog(x1) and dog has the type ‘n’ {for noun}, we set the
variable’'s name.
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¢) Dictionary Methods
The class SpeflUtils provides access to methods associated with misspellings, such as determining

whether a word is incorrect misspelled, and if so, producing a list of suggestions. An external library

“Swabunguo Spell Engine” was used, which provides such methods.

d} Comulative Classification

Manual Mark Group Specification

A maorklist file simply contains rows of the form “feature -> [list of groups]”. If the directory
the classifier model is being outputted to contains a file named ‘main.marklist’, then this will
override any other segmentation method used. A class MarkListModifier provides a
command-line interface to reduce the hugely time-consuming burden of manually assigning
groups, with commands such as “CONTAINS ward group” to add any feature containing
‘word’ to the specified group.

Training

A class ClusterUtils provides methods to perform this ranking and converting vectors to their
apprepriate form:

List<integer> getClustersBySimilarity{double{] row, List<Set<integer>> clusters) takes the row
and clusters and produces a ranked list of cluster indices using the cosine measure.

double[] getClusterincidenceVector{Set<integer> clusters, int numFeatures) puts the cluster
in a vector form for use in the above method.

Lastly, doublef} getRowRestrictedToCluster{Set<integer> cluster, double{] row) removes
values from the vector that correspand to features not in the cluster. This is the ‘instance’
used in training each classifier.
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for (int - D701 < QUMZEeaTursSTi o 1+4—0
clusterAdr-ay[i) = 0,07
for (In.oger @ 1 oluster)
cluslorarrayli] = 1.5;
retura clusierAreay;
}

1

private static double euc’ideanDistznce{double(! wvharray) |
double temp = 7.0;
for {int 1 = 0; : < vArray.lcnatlh; 1+4}
temp + = Math.powi{vArray(i', 2};
temp = Math.sgrt{temp);
return temp;

|
I

s4 this guives a vector coataining ondly the feature values
carrespondiay to features contained by the cluster.

Zr wor examgple, 1f the cluster 25 { 0, 7, 4 [ and the row

sS40, a, 0, 0, 1], then we obrain the vector [1, 0, 1)

public static double|) getkowRestrictedToCluscer (Sot<Intoger> cluster,

a4

public static int cetClusterVectorSizeidoublel[] ¢.u

double] row,

double!| clisterArray = getUlusterlncidencsvector (oluster, row. length!;

double [ toReturr new doubleigetClisterVectorSiee{ciusterirrayl|;
int cournt = §;
for iint 0y 1 < clustecArray,lengin; i4-)
if {cluscerarrav. 1] = [P I
lofatarn[count’ = rowl[1);

counTd -

return toHCTurn;

sterhrray’ |
int cnedount 3

= 1; .« olescerdrray.lengtn; C 40

.0 enelounz 1 +;

for !int
if (clusterferay[i!
return cnel by
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package s<rems

1 import
i: import
import
import

import

.payes. Na:

A

schemagenerator/CumulativeClassifier.java

import Trinnbe; H
import
1" import weka.co |
T21 AMport weda,oors.l T4
T 3: amport we<s.oore.Macrix; | i
(B T
HCERPE 2 l 17
“R: ¥ A classifier whach fakes anto acecount the cumulative neture of a | T8
C i + classtticatricen. {hat 13, the classiizcoat s x and y 2¥ 2 iadependent } Tl
1P v properitles X and Y are satisfred correspondingly should reosult inoa | G:
191 # clagsiflcearion ef xiv 1f hath X and Y dre sa!
ot - |
2% + @autficr Jamie
22: 0« |
231 *s |
24 publlu veClassitier extends Classifiet
251 22 F2 for cach rmark. | 8
JE: “lagsilier!] ol | R
47z L4 The data set r ma k. Bz
48z Tnelances(] i-nstancesArray; ‘ =1V
P s/ The features reldting Lo each mark in che mark SCneme. 3
KR LisL<SnteIntegeryy slusters; ‘ 97
ERE int tolalflusters = 0; | 23:
B A/ Note Lodl LAe mAXIMUG META IS rof nogessaraly ' 94z
33 /4 ithe aaine as Lhe number of clusters (1.0, 1f the mark I 95
4 s/ 18 dimrzed to & maximin pelow the rofal 212 marks). ! Nz
int maxMark = O | 97
dd:dutpats the mark = *.‘.eru te a .marksoheme file. GE:
37 STrung outpairile - null; | 9:
A8z 7/ Optienally anputs a manually construcred .marklist ‘ Ve
29: Joo File, which overrpides the clusrering and specilles J 1Lt
£l crowhomk omark 2dch feature corrosponds bo. ‘ 102:
A0 B ng iepul®ila = null; | T A
104z
public CurulatiweCless irer:! 1 | TG
} | 1A
! 157
public ¢ wnu,ur4vpC\4 tring 1apetFize, 3. outbutIole) | 0l
this.-np e T le; 109;
thas.s:tputFale = colpulFile; | d
I
1e, 31:71ng cutphaio.d, 1 -
| I
{ | o
thisfinpa: . PR Tt S o 1
this.: toraltlasters; : 1
-
! 1192:
public void o2 idC.assifier{[nstrances Lnstarces: throws Sxoop 1 Tioct
- The ok omatrix 1s oan axn matrix fwhere (pere are on 223
iz PGt oMz, 7 indicutes the namper orf T ar=
It sorozrothe datasel

rocalfLasna
ListeBlring> atlribvtes =

if

Tle:.ident oz

tyrestrengbhMx, aH
L7 ei.c;e clugtors vl readMarkSchome
£ooatrr_butes),
else

cnemadtila, readtarkLis:

tatalClusicrs);

clusters

new Classitooritetaldlly, H
= neéew Instances(toralUlusters];

shers)

/7 BTEP Q;
£ OQuiput rhar’k scheme i necessary.

if (-2 = !'s pull; *

Svelem.oul.praint lni"Outputting mark scheme to:

+ outputFiie];
FrincWriter pw = new I'rintWz:
pw.println{atoribiates;;
for (Sec«<lnteger> ol.o=ter :
vw.printlniciustar);
pW.close i) ;

caarpL T
S/ Initaats
sr tor
A4 1RFOrmal 1o,

the classifiers, and
the classifiers,

HT31E

sach of w3l weth the

for int : = N; : < Ltutalllusters; 1+-9) 1
classifierslal = new NaiveBayes();
Y ] rrsia Tew Derist nfableg )
|
for int - = 7; . < —axMark; -4}
{
= Zlusterlrlis.ge Tl gterVe .t

noraenceV clusicrs

ulred{llag;
new Fastyoolar [s1z00
(J.nt 1 = U; 1 < siceD[dluster;
- ".GQQI‘_ETP_““\HQH

ZasgVac—nar twv o=

for

Clusrer
A4

A-tr-bute Mattr” -

Zi

= new Fn t‘-’ec‘rwrld];
=g .

cemany (MM

fir.addlLemen: inew Arsico.-o "score'™, cooion
_TSLALITS = new _-s=l.oxis "iSet"™ - -,

in=lan

‘ll\utrvs
jleftnpu

ileilnpun

Cer{outoytFailod;

correct

Loettil,

crothAbbraibures!

maxMat k) ;
tFP1le,

4 fresh instances

Lz
sliributes




schemagenerator/CumulativeClassifier.java

T259: setliassindsx(instancesdiray (1) navAt s tbates ! R stric~r the 1nstance only to the strribvkes i fonidins.
15 } ! some liggery pookery to makaz the pstance scatable oz
127 | - 1odrion.
- S/ STEE 2: S S, s1fy this rostricied instanco.
e 4/ Now pop.datc the 1nstances ohiont for easn opf (e clagsifiers. i { Add toge:rbhor ad! classifrcationes.
Tat: ‘ Cap the mark ar maxMirk,
13%: Mat:ix oMz = Instanco setMatrixironinstangcs{inslantes)
1z | total = §.0;
EE for timt 1 O: 1 < oMx.nmumeoWS(i; 1i0: i ‘
34; | for i(int 1 = 0; . <« classifiers.length; i-+) 4
- douvble[] row = cMx.gatiowil); H double!! restriclLodIinstance = Jlusterlills
136 [ LgetRowkers s oraediollugtor i uste aet{ii, 1nslance
137: /7 Need to fand clusters ' £75 most similar to i -toboublchrray (1)
Lizt<Irmegar> clustersds-dored CliztarUtils double ] withArpi-raryClass  fzeation = appendClasesficationg
.g=tClustersByS -milarity {row, clus:ers restricredinstance, 2,077

int classilicaticn = [nstancesFeader ‘ Inz-ance instancel = new Instancei” .C,
getClassificaticn(insrances, 1); | wlthArbltraryllaszaficalront:
1nstanceR. s=lbataset (1nstancesArray .2 1)

try {
double d - clas=sitierz[11.2lassity nstance(instanceB);
total + dj;

] catch (Except-on el i
throw new Error{e);

A4 We take the firsé ‘classificatron’ clusters from ordered
S clusters, and train the networks for these clusters.
for (int ) = 0; 7 < ¢clusters.za7c(); o)

/7 Trairn clustier

7 But first, neod to constricct instance!
4/ To do this, wo simply rap inc:rdonce vector for cluster
£/ on the row.
double[]) clusterArray =
ClusteruUt) lg,getRowRestriciedTeClusler(
clustors.get (¢, ustersOrdered.gel {5:), row);
Tnstance instance = new Instance{clustcorArray.lcngoh + 1
nstance_ setDatasar finsrancesArray [clustersOrdercd.getb (3
for {int = = O; k < <lusterdrray.length; k++}
1nstanae,setvValuaeilk, clastcrArraylk]lds

if (tatal » maxMarkitobal = maxMark;

return tctal;

-

Y11

private doublei] appendClass:Zicaticoni{double;] chrray, double Lofppend) |
double|] cArrayNew = new double[chkrray.leng<h + 1.5

if (3 ¢ classificatiron) { for (int 1 = &; :» < chrray.length; i1++!
cnstance.setValueiclusterdrray. lenath, "1"); ckrzayNewl)] chrrayl:];
} else { chrrayNewlchrray. . cngtal Lohnrend;

Letance.setValue(zlusterhirray, length, "0™); return cAErrayNew;

—

snstancezdrvaylclugtorsCrdered.get i) 1 addiiostance]

S5 STER 43
4/ Finalily., build the classiflicrs uring the instances objocts.

try [
for (int 1 : 0; < totalliustars] L++)
classafiar r.
} cateh (Fxcepticn e) |
e.print3tackTzacel};

Ba ldClaszs-{fierfinstancesirzay ~ 1

Ao tor the
sonemalital

SO For eann
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package = ; 5?: R
[ R v i .oz new Hoc s« R
»: 1mport : ! [ boolean 2,.3-.App=nd = true;
=! limport -=t | AV
5lolmport - for Tetsgore 300l o2rooLnet
51 import Tl Ee \ i .- [
T | nIz = new 2z g
G: import we<a.ccra. Matrix; (Sl new Hduh'ﬂp"(lnr eamyni);
bR } €7
100 A** | B - 2VELD
Ty 7 othes class supplics adiffiorent meth A 1%
K *oaroups 2 sstures hased ar the foat [afc] ‘ VR FeatiredlrergnnMx, JeITiomen s L, W =
15 * the 1nrended cutput ol sueh motnods &, Lronohonde. ;
T T ownere oach set represents 2 group of featlres (an _ovlex ‘ T else weakponds.addi(]);
15 * form). ‘ L2t i
TH: T @author famtz Ty
IR | T4z /7 System.out,printin """‘t]:onq hrmcs. "o strangBonds) ;
19 | T3: A4 Bysten.out . proatloi“Weak bonds: "-woekBbonds) ;
14%: public class Sroupicentiz_c: ! Ve
2 L |‘ 17: /¢ TE weskBornds 1s empty, tnen the elamen: hecomes pdar:s of
' FER *hat s=t.
2 * Tihs motaod -medans) clustering. \ To: if (weakbonds, velimply ())
Z */ ‘ 79 1
2 publie statl.c fast<8et<lolegers» wdoniLiydroap Clastoro-aMatisx 8L group.add(s):
resrrangtbvx, © ing» fesztursas, int nurClusters=) J 81: didntAppsnd false:
25 { B2: ; else ifistrorgmerdr, (g¥mpty )
PN L MacroxlUoa | B3: {
2 = new Clusic | EE Tt strongdonds 1s enpry, Lrern we need (0 croate 3 oo
ersh; | cw get
25 WL DL arer fea:.‘:f“sl: BS: A/ cuntaining Just thal fearure. HOWEVER, rhis only ne
29: return ocw.getrClugters () | Curs
4. 1 I‘ R s /7 1F the feature wes not added Lo any set
3 57
b | - .
a1z S/ Put o in mind matrix 2& narmalised. q5: ; else |
i3: . JA\'.'.‘:ng uncder vaize .s considersd 4 ‘weak bond | 8a: /7 Both strungBonds and wsakBonds 15 non-smpty.
id: / vitng abpve ig consider Csrrong’. G0: sr We 3imply make 3 now Jroup wilh o rongRond
35 f:l.nal static double MINTMM_BOKD : 81: A/ and the eloment to add. Uhe original group iz
30 G2: S unaf fecred
a0 = - .
17 AR | G35z strongBonas.addl. ;) ;
RI:HY * @ofeprecat o4 rawlroups, add (=t rongRonds) ;
33 * Broduc che groups by rdsntotying oliguer (wheve feature | 95 daidnrAppend = false;
20z * nod an edge bhetwoen Lhem 1f thelr cvonnection is | Je t
41z T osufficzentiy Slrong! beloso Tt the desteod 27 }
47 s ocoambher oF growes. 1| YR
q3: A\ 3 if foodntAppena)
41 public static Set< crsUs.roglligueMerginoMatryx Fea | TN [
Lo O SatcinT2ers 5 o= qazers{o;
b coaddli};
s WamrylTe s | 103 mewsroups.add (a1
4
FULRE = new l 1 Troups. andAl 1inewlr Gur H
| 1 i
for(int eStrangTEMR . NUMBSWS {17 Urr) | -
1 return aroups;
n{"Procassing row "1’ ; . ;

I S5 S5 S5 . s G & Ah = - - S O ) & S s

schemagenerator/Groupldentifier.java
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festuraes = new Lainkesliz-«€SrT.ongs>.; o3 —xi.8 -, N
H ‘ 1 ma B
; R RN '
: | el AR ,
; R AR )
: | o THE . '
; ! TH4 ARG L EC .
N e TH .20 CEILT LN, D,
| 1B nxd.selilemsnt 4,4,
=57 TR S0 ment e, b,
M=tr:1x mx = mew Matrax(d,41; Tta mxld.ecbflemsnb (s, 5,
: | 532 Tl rorMximxih

w3

(23] groups = Sravpidentafler.ident:fyGrounslsingCliguaMergingi
192 qroups - Merser.rerqgelrn el soouns, Wi, 70
| 163z SchemaUt 11s.pranc (groups, teatures);
1 -S4
| 1935z System.adt.printlni;;
\ 195
197: ArifReader ar = new ArsfReaace ("./files/13biz-0.arff";;
| 198: Matlpix mxd = MatrixUtils,gelIncidenceMatrix(ar.getMats ixij};
mirrtorMx(mx;j; | 193 axd - MartraxTiils.norrsloszicoMaximxd iy
i N0
Sef<screinteger»> groups = Groupldenrifier. denv:fyGroupsUsingCliqueMe 201: /S groups = Grouplden!ifrer. identify@roups (mxd);
rginaimx} i ‘ a2 /7 SchemaPrinler.print (groups, ar.JobAftributes(t};
41: Schemwalit i ls.priarigroaps, Searures); ! 2000 Ar System.out . prantlnf"Meraing';
142t | 204 44 qroups = Morger.mergedroups (groups, mx4, ar.getMaxMark /) );
i3 Sysier.out.prantlni™"; \ 205 /7 SchemgFrinter,.prinl (groups, ar.getAfiributaes()};
144 ! 206
Marrix mKZ - new Matrix(5,5); 1 207: List<detbelntegqer>> clusters = 1denti(yGroupsUsingClustering (mx4d, ar.ge
mxl.setklement (N, 0, 1.0); ratrrobules{;, ar,getMaxMark!');
TXZ,=elFlemenl (0,1, 1.0;:; | 208+ SchemaUtils.printiciusters, ar.getAttrabuies());
mx/.setRleTanced, 2, 1.00; \ S b
mxZ.setRlemsnt (0,3, 4.0); [ »ie:
mXz.setVieront {7, £ oy: FAR SEE
ox/.sebElement {1, R , AR * Jeing by the demo to copy a trraagular matrix oo
—xKZ.Fetflemsnci{?, Chs AT 4 gts diagonal rellection s tlat the resulbing mafrix
M2, setflencacil, b X P * 15 symmetrro.
mx s .retElerent i, (6 | 215: L
N P private static void mirzorMxiMatrix mx!
H I FARE 1
; M fortint r=0; :r<mx.numColamnzi{l; r++}
mx 2, sel 1] i | /181 foriint .="; ce<vg oo
cxi.galr larg 3,4, ; 2i0: mx . setBElement (1, o, mx.gelElomertic, ri);
mx 2. selFflement (4,4, '.0); i 22Tz 3
Do oorMximR Y I J2z
s23:

UsirglliqueMerging{mxs) ;

Malrix mx2 new Ma-rixio,o);
—x3,gelmlempn . (7,0,
mxJ3.setElamenc (3,1,
o S

20 b

ox_ .=

mxl.scrElement (0,4,

i

[ IS

IR i

P
=
it
H
:
N
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package schemaaen~ratar;

<l " LI e = 1

o1 import —Lio el | [P return .new _._.C
import Gava,uiii.iaz M L1t VE oLe,

s | [ .

v: oimport weka S ALTD | “h

ENNHE R

: import wexas
n; amport wek.,.corel s
v: amport woka.onre.Matrix;
1

R L]

1oz o wWherean ArjfRecader onrains (ne represer:
s: * dacd from oan Arlf file, Fhovs provades s
41 * an Instancas objoct.

‘T Y Baurior |
TRy o* |
oW |
"&: publie clasa lastancesReader { |
L public static Matlrlix goiMairixFromlinstances(inscantes nztancos;
z . ; |
A1 Marrix mx = new Matrix(insitancas.numInsiances!', |
Fr LTLMALTI T DLSTEs .~ H

|
Az for{int row row < 10stAances.OLMInsStancas. ) roaw+: | |

= irstances,instance (rowd;

aros

[ N N I N
o

: d
doublel] 1n Ly - 2 1
H for!int ;oanl remla - )
28: ! |
29: mx.setElement i ow, ¢ol, ,
20 i |
Sl t |
321 return mx; |
X3 |
ELH b
35 |
JE: public static int gcntMaxMark(Tnstances instancaes)
I i |
EEH double maxMark = 0.0; ‘
i9: foriint row = U; 1ow < LHSTANCCH.N.NIASLA Lip o rows -3 !
4.3 ! ‘
41 Insrance ins = INsSrances. L ‘
44z riay = .oE.
43 fyeas 1on tribnresil - ; ‘
Aqd: raxMar< = (Claz@171oAL st anMark!l 7 ER raMar g |
15 |
57 return .new . . H |

E public statie 1nst anges) ‘
PR I

ol LL3TA5LrIngr arTrobotez = new Do w0 ‘
i #F Don’t want the last alrtirbure (which 15 “score’) |
La: for!int 1=0; -<instancos.n.tmAL D Cote -y -t

<t |
B1CH Altribule att |
30: art:.m

S8z ! |
IEN return acTiitoat=3;

T sT2mTeg, ant azdes

Se public static int
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i: package . crov

S
©1oimport
4: import
-: import R

import
T import
import
1mport
N import

T import

"2 import

N

',/':: AR

* A markiist file 15 g more eonvenient Form for
2t g, and kax jinas of the form:

* "feature flist of groups-1t-appears-in
I a fite marn.marklist 1s placed in &

this w:/ | averrzde he mark groups.

@author Jdmie

“

-
[

*
<
*
*

public class MarkSchemeiister {

static Man<3traing, Set<Tnkeger»> groupManpings
new TreeMap<Strang, Setelntoger>>();:

publi¢ static void main{String{l args) throws
if{arqgs. lenath =0

1
stet.ovt, println{"USAGE:": ;

Systor.out.print Ini"\tMarkSchemeLister
Sy m,out .printInf"\t\t or");
system.out.printin("\tMarkSchemeLister
Sysrom,exit (00

Sirang 1nput©ile = args|[3i];

Bir_ng arpurfPile = args[1];

i"markscheme" ;.

+)r ("NOTE: There are "

W
T O

Wt

T

P

*oliged te monvert 4 markscheme faile into s marxlist

i++iattriba-es,

schemagenerator/MarkSchemeLister.java

£

£
manial

test directory,

Txoeplion {

in.markscheme out.marklist':;

in.marklist out.marklist™};

3

zaxMark-" groups.™:;

AWTiaTTrSS 10

AONTl

v

£

S

LN

0 TrOUD

TIOUDA,

"'Commands
$Y\tASSIGN attr groups"';
n¢"\tCONTAINS word groups"';
\NEQUIT™: ;

- r-n- .n("****ittiitttttiiii*twt&itttkti"j H

H

[S ]

o

tyjiferedreader b:x = new BuZforedReadar!
new _nputSirgamkeadsr (System.inli;
boolean qu:t = false:

while(!qguit}

[
System.out.priat{"» ");
Straing i1ne = br.resdlinc();
grrangl] lineFarts = lins.splic(™ *1;
if(lineParts (U] .eguais{"ASSIGN"])
{
straing(] groups = lineParts[2).splat(™,"):
for (int J=0; J<groupz.langth; Jr+)
qroupMappings.get (lancbarts) 1 ) oaddl
new latcger (groups|,};
ocutpul (outputbile};
i
if(1-neParrs[0].equals ("CONTRINS") !
[
String[] groups = linelarts[2].splat(","i;
for{StLring attr ; groupMappings.keysot (G
ifiattr.centains!loneParts(1 100
foriint j3=J; -<ar-ups.iengul vl
groupMappings.ges lab v, acdinew lniegoriyzoaps|ni) i
aatpiTioutputFiLal;
if'L;nc?a:ts{Qi.eg;als:"QUIT"Elsuza = true;
;:.clcae Yy
public static vaid o-tput 35rzniy Tolelix e throws ©x il
DW= v
2ttt 1
’ pw.printrator SMNEM s
CwW.pring igroupVanoo: b
pw.printlonil;
DL ase i)
}


http:n("����..������......����"'......��......"'..�

cu

1: package schenageneralar;

import
4: 1mport
A1 import

<: lmport
‘: import
%: import
Z: import

import

FER
*

ddeprarated
H A odauthor Jame

ENN

=T
TR v
i17: public¢ class MarkSchem=Modifier |
=N public static void ma.ni37: - ax 75" throws I'xception {
=N iffargs, length= 0}
20 {
20 cr.oLT . pr Il ("USAGE:"';
Jze System.net . prinl in("\tMarkSchemeModifier in.markxscheme
t.markscheme") ;
273: Sysrem.oexit D)
4z 1
=N
261 Arrang inparbaiico = argsiil;
Zit Shrong cotpeiFile arga[117
Za:
4% Bufleredreadar or rputrl
i
a0 2trang a1fis = br.oveadlainel);
3: int maxMark = o7
37: while br.vreaiy(t:!
3:i: maxMarky ~;
34 b readbinei; ;
3 T
EL br.oclasels;
: System.oul.printini{”NOTE: There are "-maxMa:i«+" groups.”::
34
22 c7 Now put altribufes 1n 11st.
A0 sltLs subsSTrings i, aters. engTnd, -
K i< [ new __-~ LEreSLeInar g

/ a1 o N
<aTtred. longrn; Livlattiioutes.addiat zsi [~ 0

[

I
Z
2
4

. EFER

St tlr{"For each attribute enter a group from 1 to

+

naxMark:" to place it in.'"y;

44 N Lot intlr ("For multiple groups, separate by spaces.”
47 Svel(am,odh prantlin M om s s s s e ",
281

“9:

TN

[ s new =1t —sxMurkl;

2t for/int 1=7; 1<maxMar<; 1r+'newsraoupslil! = new HasnEs  oInteTs:
H

15t CF = New Sotiercanoade . ;

RIS for int s LnoT

rigrounsiyli-i s ada )

Sys~

: pwW.olose

b crecphelection.
foriint =0; ,<qgriws.lengri;
ANt I (Mee e e e e e r————

2 {"Pone,

writing to file."

[

PrInilWriter pw : new FriptWriter (outputTi.e);
ow.printinfattr.butes);
Zystem.sur.prinllstaltr thute
for(int i 0; 1<maxMarx;
Lprantininewdroups(2i);

epL (oM

Soriacwlroups [ne
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1: package scoieragenerdlor) ! FLI , L. XL TFeLE_eront.T,
: 64 t
import i 1
import ' Ve return rxZ;
import ot R

ifttive relating to matr-ix manipulation,
I8

1213
* odanrfior Jance

: public clags Mat-x'i- lz
i public statiec Mari1x normslisaTodMax Maorrix nw! .
141 1 ‘
14 sS4 We take the log of all the values.
157 /s This ensurcs very hiabh values Ao not scale
14: F evervthing else down.
T ./ Then wa zcale everything S0 that 5o maximog 15 ' ;
18; i
Ter; Matrix compy = iMalv:x) mx.clone(i;
i (
21: J4 Fand mdx !
77: double currentMax = 0.0; |
Faz fortint »1-0; 1cmx.namRows(!; i+ !
249 { for{int 7 {; j<mx.namRows{t; 1i1] i
R { ‘
6: 74 Sefb element to the lag of it
27: /4 We plus T siace logf) 15 wndefined. ‘
28: /7 Therefore ¢ -»> (0 as wanled. |
29; copy . set kL nLlagicopy. Ten i R
30: if{copy.geckBlioment {x, ! >*urrenlMax; !
31: aunrrontMax copy-getEloment {x, 30

;oo Divide everything by max
.. iagonals gre ser ro .0, scoh that 3 fearure wilil «dways match
A4 with stsell,
forfint 1=0; _emx.numiowsi) ‘
for int 1 Y; e
if s

1 v -

B

Srpy.geEckooment o, ) S
else copy.setElemenzii, 1, ; ‘

return coovy;

Ao Lbtains JACTILA
public static Matraix getlstiuensaMacrix(Manrlx mx; |
return mx. . ransposal) mulliply(mer;

public static ®azr:x —gzra.s rix %
i
Matrix nx/ new Mair x(mw,rmumRowz (i, mx.oumSelamns ()
Normal,isos colamns
foriint —=_; -—<mx.-umCoiurnsi); 1+1) |

double s .1~ P
foriint ; +; J<rx.rand w2 -
STUA CASuM-s Ml apowimx. il omentta, 18, ST
sguarcdSue - Malha.osgrr igqeared, o ;
foriint . :

Samx Lo
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schemagenerator/Merger.java

import -
import

import vek..o = Ma-rix: 1

7 |
81 gx
o * £ arouvs (connectod comporentsl taEn i groups
1o o~ Feature SLrengins beowen (nsiy nodes. T2
- - 3. _
H | 73: g
123 - 4 t
Tiroov I tER }
T W Thi
15: public class Merger ! Tz
TR " 78: A4 Bygrem.aut  printin("“Best pair scare: Y+bestPairScore)
Ve public static SeL«<sScot<lpneger s> merygcircups (Sec<delcinnegor>> groups, ‘ 79z s/ Bystexm.aut praontlin{"Best group !: "+bp_n;1(;‘1._1up));
P Marrcw teatareftrangintix, int o ao0; S System.oul.printin{"Bast group 2: "+beglGroupl?);
1t ! | a1z
2U: Ao We anly want n groupr, therefore we need | B2t /4 Merge ? grouaps;
It ta omerge groups nothe current list ountal ! B3: S 1. Add elemicn: of second to Frrst.
I S/ thers 1s a suffaciently smald nomber. | B
3 | B5: for(Imieger . @ bestGrouvp2)bestCroupl.addia);
24 S/ To prck which palr ol Jgroups o mergo, we | a6 £ 7. Deleote second [rom list,
25 A7 find the maxumum inter-group bond strengéd, 57 74 System.out.println("Removing "+bestCroupZ+'" from "raroups) ;
2a: Sropy cakoing the average of 31! tine elemen: parrs \ HWhH: A/ oouledn romoved QUroups. remave (Aosrnrount )
27: AAoan the oro orodict ., ‘ BEN A4 Eystem. out.printlniromoved)
28: ! 90: ser<azlolntegers> newGroups = new HashSet<Set<Integerz»(;;
23 foatureStrengthMx = MalvixUials normalzscToMax (featureStrenglhMyl ; ‘ 91 for(Set<lintegers group : groups)
10 92 if (faroup.ecgualsi{bestGroup2) ) newdrouns. add (aroun) ;
37 s First, we retove any groups thet only have one eledznt. i.e. ‘ 93: Groups = NEWGICURS;
2z // 1t has no convectron wath anything. ‘ Je:
33: Sor<lecdTalegc: »» Jroupslcny = : 35 1
34: Set<Selelnrager»»r [ {llaghSev<Set«intagevy>) groups!,clone(); .‘ el
ds5: forisel«Integers> group ; groups! | 9/ return groups;
LT ifigroup.a_zaii= iz Troy.T Yy | L
B Groups = grocosCopy; i 99: }
3 I aao:
i if featiralirenglhMA s Rows ) =featureSirens, nMx . nunCalumns () |

throw new Frror("Must have same number of rows as columns.™);
Syster, ot println("Merging into "+n+" groups.m;; ‘

whil@‘groors.eze ' on’ |

! |

47 1

48: :
',_- |

S

=) [ - T S A

F CLTUacr s Qroup? @ogroupsl I\
53 'group’ .oqualsigroaps) !

54: ) |
=5 wnt l:in<Zounl - 0y |
G double .- EENE

= for (Tnreqsr - groupl’

- v ForiIinieder oo aroupi,

A SarvesTigirSoaret |
ol Tem .
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- 02/20/08
- 15:36:96 schemagenerator/SchemaUtils.java o

import Java.ut:

albribu=s.ada,inefatis. . | ;
if (lattripuces.a L
throw new Erc.

LTrigwtes [ olhelsht

'This mark scheme file is not

package | a3t int -=C;
i et while L:.zesdy
import H | = N
import ‘ Line = pr,icadlanesi);
import , T
import e LESTr1ING> 4L DLT2S = New L _[iKalil.isTad L3
import -av a1l | 4 Reading attributes
import -avas.util ! T jine = line.sumstringl’, iLihe.lengtie, ;-0
import | avo.utal ! T Stringl] Linfrnerte : Loud.spl ", H
Jioimport Cava.ut:l : for{aint |=u; .<iinefirts.lengthy -
\
|
|

1T e ]

Tr 7 Provides utilities with regards to readlog matk scheme/li1st ! "compatible with the training madel. ™ -
The * Fales, | "Ensure that their attributes are the same.");
61 ® @author Jamie |
AR | ) else |
18w/ | 7 Remove [
19: public class Bchemalbils | | iine = jine.substring! ,.1ne. lepngthi{l-7);
20 public static void print (Sercuet<integers>» grovps, | String.j l.neFar+s = lins.sclisi, "y
20 Lisl<String> reacurgkaties) | Ser new fHaszhisbtoInteger>();
22z { | ts.lenglh; J+4+3
23: for{Ssr<lnteger> group  groups) I civzter.addnew Infeger{linefarrs{y]});
24 { | ciustars.add{zlustery;
25 Systor.our.prant {{"{ "y, !
g - s Prant each group 0
7 int < . O; | Ty
ia: forl{icteger 1 : group: | I
ray f |
i .our.prant (™, "i; | return clusters;
rint{featuoreNames.get (i} ) ; |  eatch!Freeption 2)1{
| throw new ¥rror{"Problem reading mark scheme file":;
! ]
Sysgtem_~ur prantin(™ }";
] | 98:
g¢: .
public static void printiLlistcSet«Integers>> groups, } LR EIN Liste<Stryng» attriputes, int nunClustor
Lista8trapgs FeatureNamneg) | Tul: Listefobeinteger»» clusters = new Lon<ss
{ | 1 foriint 1=0; i<numClusters; 1-rjclastors.addinew Has

[ I e
J R 5o oo

ERE for (Get«Tntesgers Jroup o graups) | H Mau<atrrong, Set<lnteger»> groupMappin =
42: . ‘ T Schemaidtils . netdroupMapn ngs coapotf 2 lel )
AR Everor rut praint ({"{ "1 ‘ TGz
Aq: 4f Pramt oach group : LN 47 We have Lo combine ‘attoit ‘groupMappings” fo obhtarn
A5 int - = 07 ! T s/ relusterss. In the markirgt (ile, groups nomers oo from 1 oto oo,
AR for(lntager 1 @ group) I G 4 whereas ipn 11515 we rererence § to a-T', =0 we deduct 7
A f ! g A/ aceordingly.
A ifiex0)dystem.out .prant (", "i; | 110 for{int 1=0; i<altriputes.sisde,; —--
System.out .print(reaturelNares . .gec (1)) ; | (I [
A+ | 112 Ser<Integer> graups
T I 13 foarilnteaysr Qrodp
system.out.priptia:t™ 3V I 114 t
+ | T
1 I 16 return clustevs;
static j.ist<8eL<.ntegers> M cilel | 117 t
L1STEBTIANgY ATLILDuwies (CLAGaK,) | (-
L | 1°9; st
LoETn IlustirEs = new rked | 1gd: * Produces
1 e - o res
ol try ! VAL b APUT
o . [ Ty
vl =i ader kx new DorfaredReasdsrs‘new P LeReade: pnatliie, Y public static STrlfe LGRS
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02720008
¢ 15:36:06 - schemagenerator/SchemaUtils.java

T2 : '

VLS Moanebr oo, Bor o Toregoer>y oMot gl =
T27s new _: R I P !
Tin: try |
LA

3. S.zlimrg =: I+ = pew Z_JCoreliftalsr new Ci_chosoasrtinratiolen)y I
TET: while ot .ready (@} |
iy |
RS Sorrngll line mr,raadline O osn e SN
134: String altIibure l.ne|l;;
113: StT_miyll FEife = |
S line "l.subetronall, Jone' 11 lengthii-1) cenlar (M, Mg |
T3T: arosupMappilogs. pub ot ik, Dew TIsesir<inieger >, | ;
! if{: ooyl R |

il
cm

for{int 1 0; :«<groups,length; o+ |
aroupkappings.gec - .
new Trteger lorowpsiyi) ) |
TEZ |
1432 ' !
T © catchiFxczption o) |
“45: oot LRt BtackiTace ()
Tah: ' \
1472 return groupkoppings; !
Gt K

1¥r

S
=1

a.
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A5:37:02 = schemagenerator/SetUtils.java

import
1mport

WL L 1

(X

.

V

C Gdeprocatsd

Y @autnor Jamge

rs
Public class SetlULiis
public static Trlegersy comowsSebsets BetcfalcIntager>> groves) |
' !
S0 Dlean wpr corge groups when one 15 4 subse! of the other. %
Eerc«SabcInreger »» arounsTenp new HashSel«Eerclnteger»» ]y ‘
for [Sct<integars s @ groucs)groapsTamng.addis); /7 Make capy of groups ‘
for {Set<Tnteger> = @ groups) | |
for (Get<inregor> T @ gruoups) |
if li1s%ubs2tils, B)&
GJrOIpSTers. tomsva |
: |
}
return groupsIiemg; [
\ \
I
public static boolean sZ JSutzIintegers s, Screloiagers L)
for f(lateger 1 : g)
1f {!t.containsio;}

return falge; |
return true; |
t




“ 02/14/08
C14:33:27

‘r oimport
~: 1mport

F------

This

A

clas: '= 3 representacion e

T T oeapumESFI0N, n obgect arrented fore
13t = Tts marn method linearises the DRE inro a4 sof of
14: "oNEmAATIT GLoms.

17 *y

1%: public class

q:
EH

[N I R NN
L= RRVoRs (R )

L)
w4

A
74

[EV N N N S &
[E s RIS NPT YR

daut kor

Jamte

the

Zeranl foModoel !
fi DRE.

e A list of variabies 1o

hA TSR . anticVars> gvars =
A limt of relations in the DRS.
LIST manricRelsy sSre.s = new Jinkegdlrlstagenmatt

s/ The LHS of egualities within the DRS.

// The 1th element corresponds te the ich ploment
Lisn<sT ar sgRets new "inksdlorsl<Strings
LoateShringy eghsfR new linkedList<Ebrings{l;
s/ Whether sach of the ahove are equalitias oo
Ligt<bllean> eglicnse new ! irkedlisi<Boolsany (i

The curranr sense whiie Davigatomg the DRT tree.

Bro.ean sense = true;
£/ The current parent while navegating tne RS trec.
Ehe

cyonudil o1roar ol

tenant:cHodel parent;

cRels {1y

of genaratad semantic the modesl] .
Atrinds aloms = new Traesfec<

iods to aid atems fo
public void addhiom{Siting
public void agdh

Lhe growing set.
alow; [
1xooator

Mohdat

Elakt )

s TR a variable qiven S o .
public Serantig¥ar gervar (2lring 12£f)
.
Samantisyvar sv o= svars.aebicefl;
A/ Thie var might be Jocaced in the
ifisv:=null return -

else return gatTarent(, .getva:(re®i;

AL ond

47 Derclarcs 4 variablo.
public void declareVs (f:r-ng re”’

new =omant 1cVariene;

svars.pul (ref,

S posType 1s type of redatian,
public vead - 2=, 7 L2

aliAvYirg =T, 0 oot s R

atorg.ada(dtem)
cra.adaAllia

model ir

of egRefR,

ot

new HaspMapcSoiring, Semanl icVars{};

womsToRd

LCG L

62

Lol
Y
L

77z

[SANRSS R, RN

- -
el

97:
23:
34z
953
96
XN
98:
29:

iF

pub
pub

pub

I

semantic/SemanticModel.java

Adils an eguality,
public void addEg!

lie
liec

lic

void setCard(String ref,

void crnangeSense() {
boolean gel3ense() .

void seLlName (St 1ng ret,

alse

srel

Sle£s]
eJRe
egSea

SVal

]

VA

Uged (or
FF Frints th

the

-

ree.

LASMAT e SYTL Il D o

Ivps

iffparert . getVaryoeil !

else deciarevarlrelf);

relat
public void iddRel(Strainag retfl,
{

o,

Y

v.oaddinew SerarticRe] (refl,ret?, symhalyd;

af the form refi=ref? ar rafl).
wrarg refl,
Ll .addir
FR.add (ret ¢t
nse.aad

~ardinal

TRy of g varighle,
int card,
.setlard(cardl;

z.get (ref)

=ense =

return

SLring sylgcal,

ra. et (ref)  selName (symbeol) ;

debugiring purposes.
e variablex and reldrions from

public void print(}

L

g

fori
[

Sysi
forf

tie

Te3

of semantico

Socmant i

U

T svars.valuessi1)

2.

Sermarn !

.nfe

ulaced
gensr3teg,

I acoul Lo

Atoms 15

TL1nI>

nullparanr.servar i e

af the Ffourm "syimbol fpefl, refl]
String ret2, SZtring symool)

0

“

ref2.
st-ing ret/,Bacloan sensed |

string cardlyne)

anairen



02/14/08
14:33:27 semantic/SemanticModel.java

AP srel.getAtons (this) ; ‘
|

D=al
for.int tpoa--t
1
7
= "y
"1
for(St=irg atomt ; l.getAtoms{this)! !
{ for(3tring atomR : r.getAtoms (this)) ‘
i A7 - 1s commutat:ive. !
atoms.add(sznseStringStart 1 atomin™ = |
"+atom? + sessedtrargEnd);
142: atoms.add (senseStringslart o+ alomi:™ =
"+artoml + sonzeSiringEnd);
143: ¥
144: ] i
145: 1++7; :
146: ] '
147z '
148: return aloms;
149 i
150 i
157 public ScmanticModel getParent{} |
1524 return parenti;
193 ) ‘
154 :
155: public void setfarent (SemanticMode]l parent) { ‘
156: thigs.parcnt = parent; ;
151 ]
I



02/14/08
14:10:09 semantic/SemanticRel.java

: package

- | e masel L A0asT s 50Tl

t,

2: import
i; import

SACLEORT SIS

return o7

H = Lepresents & relaticn o the sewant o moded, i
g6: 7 datthor Jdamee .
PO |

private boolean shouldRe oo (0

EE 1

10% 4 for:int - °;
Com- | .

L TSl 4 : if(re,

EH
13: EEOnL return false;
T s rrppefreri rat! | 1
T 5 Straing vefl; |
16: SLvlng rerl;
- £ a H ‘
:H Strang type = "' ‘
(R
P 7/ Redatrans whoch we 1gnoro, ‘
21 Strang ] rejectablokeywords = | "topic" ; '
eit ‘
23 4/ We may neecd to produce the Yizr of atoms ‘
24; /7 numerous times, so thoy dre cached for
273 /4 sebseguent use. ‘
pA Saf «3trang> cachedArons;
i ‘
28z public SemanticRel(String retl, Srrang refd, 3rring symool) ‘
25 [ ‘
S this.ret . zefn;
31t this.ret? ref2; ‘
3 this.name Syitiool;
3z: 1 ‘
34: ‘
331 public drrong ToStringl,
ki .
31 return namc-" ‘
34: ! ‘
29: ‘
4U: i rula for golting atoms s Suofic
Lt s s ot the zots of atoms A and B for the |
47: ofL and right variables n the relaticns. |
4%: HE sheosonr '
a4y LD ac-A, be-Bp o} |
Ab: ring> gecitoms | Sa me3e L,
LS : |
47 “edAtoms ! null)return cachiedAtons; |
4d: Diad> set = NeW —asn3et <3 H I‘
S50: Sirong sensedtriug -

if, oozl oqstser ; = "y I

if i 'shouldrsjoot )l

[

TS ST I F (AT E RN TRV
T

"o
r

m

+alama+"]



02/14/08 o
e semantic/SemanticVar.java -

‘ 63
' ool ~f stoms reproesented by
import : -3
import s et JemenzicMige’
import [
import Coes
[ I
public eclass Farant: VWar 7 to
s D lhig Larrin:
. fater % S 2rrrN]iname] Y2
Strang ref; H
Slring name;
13: Lisbeflrirg>» attis - new Linkedlist<Strang>!();
14: iftname==null&&prop==null}
15: A/ Generic varaable aames which are ignored. [
1€ Stringl) re sclableKeywords = [ "event", "proposition” |; 18: return =ey;
17: T4 1
18: String type = “"; 80:
19: int card = 1; ¢, need te cllange to lower and upper boung 81: if (prop==-null)
20: A2: -
21 Serantichodel prop; 83: JF Gel varrable pame 1iselr
42 public void sellrop{SemanticMode’ model) prop = nodsl; } B84: sot.add (senseStrizg+nane’ ;
23: X B5: s/ Get cardinality af present
74 A/ Wo may need to produce the dist ol atloms N HE: 1f{carx ;
z 4 numerous Limes, 5o Lhey are cached for 87: 4/ Get var with
26 subseguent use. aR: for:Siri~g atrr
271 SeteStrong> cachedhroms; a9: B
28 Qi set.addi{cenzeltringrattz 1 " [Mrname+"]"); S/ add
29; public Semant:cVar(8tring r=ri this. ol = rcf; ) actr with subject
30: a1 set.add{sersaltringrallir);
31: /7 We the DRE rontains propositions such as /4 add attr
32; S/ Tohnix1] and large(xl}, we need to dimstinguish 7
33: /s between the rname of the varitable, and Gitributes 93:
34: A/ relating ta b, We can determine this by the Wp have a proposition
35: A oposTyne. c&tring> chiidAtoms = prop.gelAtoms();
36: public woid addFredi{String syrzbol, 3tring pvalyos) Adid ariginal child atomsg to this Jevel
37 { t.addill {ch:1dAcoms);

S0 Add attrabuted child atoms Y any actributes

for i3 nd atir 1 attrs)

for String aton
ifi's

RN U =TS =Ty S ERrratl AN

set.add: sensesting-arts);

type = symooly

rodel L addAtoms
cachedAtows =
return set;

/7 Bets rthe cardinality of the variable.
public void scrCard!int card){ thais.-ard card; }

public Strizg gellame:r) 7
return

S Far ddebug mirposes,
public void prin- |

ey

U T LT A

public woid .« 'la-c

this. i~ -
el LTI .
i 2"z public =~ -~ : " Trr=
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02/14/08
14:19:50.

semantic/SemanticVar.java

return tvpe;

public void se Typeistring type; -
this.< p=2 = ~ /o=y

public int jo-7ardlr !
return card;

I

private boolean sh_aldherertf(foi07 gynbol’
1

for int .=7; _<raseotal.=sKeywords,longto; Dol
ifirrdjeclaclekeywords{_ 1. oqua.s{symnol) jreturn

return false;

true;




- ’02;’:15."()&-
T 10:22:26 spelling/MapCorrections.java o

“: package =re.l.nz; | 5 i
.: import H R public Str i Lra 323 sl TLCisdTr.nag o
1: import i
<3: 1mport for o ring key @ oCoTIact irnE.mayas
¢: 1mport . 1f  iire Ll wer DA = P
7: import r
g1 I int pos wor _ane ] . indexDi (key) ;
J: E ]
Jroom Takes Frgl | Y Need ta check 1tfs not part of some othor w
T Mapa] tng fale” ‘
127 * contal orrection), ifipoess0sk crengrh{Y-key . lengtrh ()}
T * new I35 2SI 0nE made. I ;
Tax * @author |
152 + TIlE&ICkaractoy.isTetter [line.char At fpos+key. longtn (1))
Thr A : P -
7l: public eclass Maplorrecrions | : !
"R final static 3 g rmputFile = " ffiles/13bii-answers.cev'; | 71
14 final statie String cutputPils = "./files/13bii-answers2.csv"; SrTECT)OnS.ger (KeY L lns. SunsTrin e ipas-Xoey. lergihY
40 final static sSc-ing rappilaigjrbi ", /files/13bii-spelling-corrections. | Ve 1
txt":; N else if .pos =0
21 MupeStoing, 2br.ng» correct.ons = new HashMap<itiong, 50-ing>(, ‘ FEN ifitlraracler. .slotlcy {line char At (pos
2z: tkey. 'ength(i) )
23z public static woid mainiStringl]) args, { | 73: :
75 tine = corrections.gert(key)+1a
z3: rory () | na. subsblring pos+tkey. length (00 ;
: nGElle,nnatk le,oarpur H 77 1

g ’ | 78

! | T
b
20: public void vap(Stirong merpiogrile, String aspatlialzs, 8tring ourputlFal ‘ HO: i
ol g7 A/ Not part of a word, so0 repl
3i: | ace!
; sobsbring (D, post -
o { crrectiorns. el (xey);

ad 1p spellino corrections
feredReadsrinew [ leizader,

e

|
32: try | 42: lmre = T
: |
BartaeradReader 1 |

r

while(tr roady(Y) |
) .

:

[FT S S SN T A T LAY

stringl] varts = hr.oveadline (D .splaz{™\t™); B return 1. ne;
if (parts,length! Alfyscep.aut.pr.ntin . "Problem N
LT | .
norrentlens.pubioarts 0], parts 1) |
J‘.
b, ~lons Y |
Redd inoLmgpnol L Fu oeszk line, make the cor |

o el write to cutpult file.
£ Y- = new B.f:ercdRezdo; inew PiloRerdet (inpalFPaled s

& FriatWriter pw new JSrintwWi_otericubpliFiie, ;

458: !

S while!rr.regdvitiopw,printlpflransZoral rneibr, readlins!
Ty

oz 1

Tuz

S1; ) '

571 ;

- |

541 ' catch tplooan o2

F--------------------



02/15/08
10:39:25

" : package
import T
¢ import

4: import
S5: import
import

import
import

com, awabiing.

spoll.oongine. Word;

oL swabLnge. spell . evont  SrringWeraloxenlasr

IaKes d ey well 4
answers, d produces o
tile” which i1ndicatesy what wards should be replaced
and what fto replace them with.

Cutlputizng this correctaion file rathes

*
-+
-+
* Lhe 05V
+
+
+
.

ot
spell

than giodilying

rmmedrately allows manual alterat:ons to be

made .

@author Jamze

s
2 public class Spellforrect tonieuerator
2 r
id: s/ The dictionary.
25: final static 3.ring oicFile = "C:/Users/Jamie/Desktop/Programming/exam

marking/dictionary/eng_com.dic";

26 S5 The C8V contairnming potentially
final static String (iletoCheck =
s/ The Tide to ocvtpul.
final static 3tring mappingFile =

mispel ied Fnaglish apswers.
"./files/1)bii-answers.csv";

".ffiles/13bii-spelling-corrections.

public static void main{Stringl] throws

args)

Lxcepiion |

1Cerrect.
=

Lrength TlEn3.g

else scg.geonnrateidicFile,aro=s[o3t aras[1])i;

public veid gencrate(String drcFile, Strivyg rileToaChecs, Straing mepp.n

4File) throws Fxacption
39: {
49z A/ A wtilily class to check spollings.
41 SpellUtyls spe.llbrts = SpellutilsfdicFilel;

Aulferedbeacer po = ‘oCh

SeoAe kesp a osunt of each of words 1vnorfe data-zel.
Toid Addos jare Lry spelled words which
S/ are not an n

Map<3sioing,

S/ Remove Common wiords
WoraCounts, ramd
WOralrouwnl 5.t g

74

Naro FooLee Al POI RZESPC e werd

rds alone.
69:
LEAVE") ;
73:
71

72z

Ti:

ata-set,
T4

-
T3z
longer used,

ble .NEGATIVE_INIIMITY
81z
&g:
g%:

ra-set whaooh

woth
G2z

cloants. keyhat o
93:

ca = Stringl:.ls
LN

.getbevensateind.slan

e

spelling/SpellCorrectionGenerator.java

for

spel i nglorreclions,

if {lounrrectedZlurality;

Is toe wood 1n
boclean corroct

fo Iz tie word bhe

boolean =

if

. |
7/ Leave short or

val.lencthii<=F o
correctly speiled wo

(oorrect

System.cat.print In("** " val ¢ M -
} else |

7/ We have a word not an the drcoioniar

Fs TE 1t’s commonly occurcing ‘noDheood

£ leave o1 zlone.

if {woraCounts.getival) = 51 {

A7 Do opothing.
; else {

pellUtils.splitfval) 1y no

A/ and simply returns null.
Straing splitWord = spelli-rle.

if 'gp.iWord!t=null’
else

double cestScore = i

Siring bestWord = "
Find the word an th
£7 has r
s Lthe i

for :Stwing wall Wex

int cdithss

{val, walzi: )
int lettezlllc

int £ o -



0211508
. 10:39:25

Son:

WALZ g
[RUNS2

e EXN oI Ts B VInb ol [BE1ENY

IhER
SLLeore
T09:
84 tvalZ.egualsi{val)

witn tne

e g selectian ficm

rot Saggest iens (waliy |

P ToBtrinol)

T1rTuTa L8

JastLovensnte QoL Stanca L va ., walen;

SytDostancs <= 2 s We limil edit

wordlounls

i only map te oa |

spelling/SpellCorrectionGenerator.ja

Tt
tival,
| 148:

74 distance beolWardt;

|
JF OROorS puptiiar Worda. |
i

S/ Avoads cycles.

7 Additionslly Find a

tha cioes

rohas

4/ word. This may cver |

S othe dato-sot, '

12
for (Ch-oct

valld :

spa

va

douhl

—_

svel linglorre
i
5
i
}
i
S/ Adds commen spelling mistakes,
spe. lUr1ls  artlormonMistares (S Ling ot ress 1 ong)
Write correctean mapp:ng to oa file.
PrinilWriter pw = new PriniWriter{rappiagFiie);
for (String wval : spcllingiorrections.keyfBen{i) |
8 BRI vaL,;
=1 = null;
A word may mz2p to a word whick maps to anc

Z-r.zg oreip spall_onglorreciidns. e fval b
while !temp !: null' ¢
lasT¥zal = temo;

SveTer.out L

S RN
/7 Negd oo laentity mappinag
if(ltenp aguarsispel jinglortect -

THELS

else ome = null;

WVl
em.oul.println();

nulliow.prart m va cU\EMalssvalt

int F.rasi- -t
int s_zoZ_tZ

e Solile =

St oo e
Ther.

fo N
el (Tomp:! )



spelling/SpcllCorrectionGenerator.java

public static Mz:z«o-:: -
Mar- . It oraers
f 1
Tu6: try
187: baflcredReader or = new Bufl(2oedieader (new FileBeader (
fileToChack));
I &eiz while :or.:eadyii; |
189 |
TE ST 1 [
* 1fi._re
H Lo : Tyne,spl L {"\EY: Vi
1854 StringWordTokenzzer swt = new StraingWo
rdTokenleer (&
195: while (swt.hasMorcWords()) {
1896: Straing word = swt.rnexrWord().t
oLowerCase () ;
19/:
186: if {wordCounts.get {word) = nw

wordCounts.pat (word, O

wordlounts_put {word, wor-dlounc

}

1 catch {Fxception e) [
e.princStackTrace{];

rtin ek Yords *ww)

wordlouants geyier L))
System.oul.princin{s+" [("+wordlouncs.oen 2;

SysTem.sar.println ] tEekkkdokddkkkd? )

return woraloonts;

TS S R N

a
[FS
-
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package spoolling;
import
import
import
import

import
import
import
import
import
import

* A wrapper i make the relhods of a 3 e
* liprary Used more acccssible. The
* mainly he the labrary has nc

* of determinlng a word’s correctne

nacessrly
direct mechod

,ooanc

tAlge

s

al

* a Spelicheckuistenar when a misspelling os
* detected.

* @guthor Jamia

*

hi'd
public class Spellilt:ls |

boolean {lax;
P SUgYesST LOnT]

public SpeliCr:z throws ICIxcep:

this(new Spel.iCictivnarybashMap(new File(lilieNamel) )y |

1llrsot_anary dsctilonary’

ion

spelling/SpellUtils.java
|

Z: E
| Fre
| V3 L
| Yl 1ons wmosl cneorrect sulflixes
- For example ad "halts'
I
CEH public boolean cs:reztl _ora -5 Mup<ITIlng,onTiray srel il v
STh, BTrAny va.,
PN
' Atrica bransformensfaral =
| if va L anaEd T MysT ) LaiEl s owallsllis oo,

PRI IS

T68:
79
2

(94

CIENY SR (RN -3« TR s A S <l o5 Bis s 1 o
R S s T VTR

[tel
.

o odactronary!

' EEH

this.:liclionary - dictilonary; | 98
spe i1 hecker = new sSpel lioo<er ‘dizTrorary); | 97
hesver. addSps.lCrneck] ist2ner inew Suguestionlastensril);: \ 963
EEH

! o

public class sugyges:t onlisienct implements ;=2 1{thaco<logloner | 107 2
| 02z

public void spel_ingErroriSvel!lbaeckRvenl event) o | T
flag = false:; R
SUEEAST L OLE = OVenL LI Cdg =T oTE l T39:

| 106

public bhoolean :s=U

flag=true;
zool.Checker.choc<Epe,

return rT_ag;

LaTuginew Sir

public L.zt jeotiudgs i
£ L1 Lironew Srooorsly ot 3T <o

T39O L ane g

return -.

I

eriw T T i
| 14
| 116¢:

o

! s-.

I T

PELERR VN0 8 | T
, a2

"ieg";

“lvas';

ifrwet visW th("1fg™) Jtranstorneivlayral =

if [ i-rans? IFloraliequals ittty
[
iff1sCorrect(transtormedPlural))

r
L

1} else {

return false;

else [
return false;

public void addCommonMislakes (Map<Srraing, Skring> spellCorrections

{

spellifarreciions.plil!{aswell”, "as well"™);

spel! reat putifdont™, "don't":;
spellfurvections.put (Veverytime", "every tim ;
spellfoerrecticns.put ("colour™,"colour™) ; s calaur
spe’ as.o:t (Meolor”, “colour');

T
“orrectisns,put ("childs", “children";;
1

zpell
spelllorrections,put (™i', ™I'"};

public boolean siposirachnedWord’ rract (String word)

'
L

it

<4 Note,
S then

e waule word rerurns
cthod does

]
4

not matter.

i.oonddexar ey
GONLE1n wposTiLophke,
return false;

Ltest o applican’e=.

if iword,endswWith (" s"))

1

“rangst,=lndex);
Dword! ‘raturn true;

e

word, subis

' else |

return false;

Hdeproca T

val.substring (0

PVl

medPluralt;

nk



spelling/SpellUtils.java

1 *oileed to detect 1f Fwo waords had besn ‘
2 tokagetrher . solai Taswe?lY) would ret e Y !
3 “ . " . s .
- |
a3 - el ol ar |
E \ R R

L T S W S N P

TERD O}

[
T =r.loc 3Trirg wisd
o
s Torosnl L 2 te wWorsLliengre -7y el
g N !
H Y Htraing wordl = word,substoing{t,2); i
T3z /7 Striong wordR word.suhstring(i,word. lengrhi)}; |
13%: /7 if{rslorrect (wordL) &&1sCorroct {wordR) Jreturn wordl+" " |
+wordRl;
1341 !
135: return null;
136 1
TR i
I
|
i




© 02/15/08
10:49:51
packagé

«~: import
: import

P
Fe * Provides compar:son meinods For 5Lriogs.
iz * dauthor
o

dahne

;

public class

S BN SRS B

public static int —etSireblaficrence(Strane =,

< return Math.s 1. length() -

/**
* Treats Che words 2o &
* for 7 sets of tz
= g{{A*-8)v{g"~5]
*y
public stataic int g
i

“hag of Jetters’, &

ler A and 5, comoubeg:

o

i

)
I

b
Wt
N

at<Character» slelteors =

<
25 Sern<Character> tLelters = new Heshde
(
(

2
el
s

1<s. lengon {1
1T . Lengrh i

[
e

[
[

H return dailf;

[ TN LI NPT

B Srx
H * A5 o hedrast:
* gimudar 2 oth
* Muerefore “rece

= gsimilar fLan "helicve” and

+ -

the same.
would be

AL Lol L T L) L L et

~

I~
ot b

ifis.charaL (¢

Q)= -T.cnar Al return G
else return o

N
W@l
.

"

public static int wvetlevershtecinDisiance
H if 1s =- null | v == null) [

P

“oanw o n
Pk

11"

ovn

int & o= 5.,
int = .

Rt

oz if - =- M
H return —;

oo langrang )

L Latierfctiltorence(String =,

new fdasnSet«

Characree»{);
Charactar»{};

sTetlars)if('tleslers,contalin
tletlersiifi'slestors,cuntains

ds asF pariiculariy |

more !

: public static int ast¥irstletterbonus(3tring s,

VSTring s,

b throw new T.legalhrgurertExcep:: sn

spelling/StringUtils.java

Acrandg T

|
|
| 19
| 83:
| 51:
Straing ¢ ‘ Ha:
‘ H3:
1 84
! HE5:
‘ HE:
! 7 :
\ RE:
I gily left and up
|
|

w
)
N
N
+ o+

w
O

ALring t)

Ztrinag ©, .

."Strings must not be nu

tCast

7 else if o =-
return ::

int cl!? new intl-o ' S nrevions CLS @l 2y, MOZi7Zont e o
int a1] = new wnt|tri1; «/ COSQ 3IrAay, Ririzoncal iy
int _20; s/platenaider to ass.at LD Sedp0LnT o ol

.
char ' _j; /4 th chars al L
int casl; /4 cost
for (1 = 07 ife=n; iee)
plil = i;
i
for /; - 7; t<=m; j44d A
k- tocharAe(g-1);
4rol = a:
for (1 1; we=n; .1-+) {
cost s.cnarht{i-"to=_5 7" o 7
4 miaamum of cell to tihe lefrs?, to the tope?, diagon
dl:zi MaskominfMath.min{4(1-11417, pl2]-1), cli-1]1+co
N
A/ copy current Jdastance counts 10 ‘pnrovious row’ distance
o=y
p = a;
4 = _d;
1
A/ our iast acltion in the above loop was to swiich o and p,

7/ actually has the

return plnl;

MOSL rocendt Sust o councs
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= 02/12/08
= 18:20:57

1: package s<rsor;
i: import -:

import
impert
import

FAan

import varser.iRSEreqdor;

public class Ciientlanal
final static int cert 4017
final static Struing compuraer
final static s

20

Writer

redReade

Sherver;

2
public static veid mainiStri

gut ferodReader 17 =

S H oo ks

b

s initialdrze zockel
Sysiem.our,prinzin(™
Scckst b o= new Socke
System_oul,printino(™
Syt ~ab.prantlnt”

/20 As
PrinlWriter pw = new

GClala writer

s/ Also agsociate re

BulfarcdReader br =

roread

RS

o

i

public void o roo -t throws

Systar.ou-.prynt i

server/ClientCAndC.java

i i part ta whick to connect ‘
"curlew.comlab.ox.ac.uk”;

now, \
o

}
\
1 M
Z: i
| T3:
ng(] args] throws [Ghxcepht-oL | ' Ta;
‘ To:
new fuireredzieadernew InputdireamReaae Tz
‘ ERR 1
TE:
‘ 7a:
*+% Attempting to connect. *+*".; ac: T
t (compuler, port]; ‘ &
** Client connected.";; .
** Please 1nput a sentence to parsge and bo ‘ Az
! n3:
| Bd:
wilr sockor a5:
FrinlWriter{l.gelQuiputStream(), true}; | BE:
| a7:
acter with socket lor recerving back respon | 28 1
\ o:
new BulfercdRoader {new InputitrzanRcader(t 1 90: 1

epLr&trear())); |

ring from termnal and write Lo sockel, ‘

I

= LRI AT I
et Systen.cit.printinis);

"

1 AT
—-nEN g |

Connection closed"?;

TOTR ent L

public String gotTRI{s

public woid clase()

SooreoT naw LT
TIalA o nwcIldrowmotn ooe o
rver = new FrootWriter {t.getuvubpoatstrcan(), true);

s Also gssociate rearder witn socket

frowZarver = new Butloredy

LTIEL viD LT LT Al ;

derinew lnoulStrasrlesder it

Ltit,nrontlr M*-— Connected to server':';

tring senkencel throws TOExcepi.oon

toServer. .y nt in{scnLence) ;
SIring rasponse = [romServer.readline(l;
SysLem.out .println{"*-- Got regponge from client.");

return resporse;

throwa 10Ex

/4 Gavaing the sentence ‘.’ tolls the gerver thread to shut
Teforver. prant o',

S5 But we sf111 need to clost the connection,
ToServer.oloza(};

cmServer ,cluse{);

Svstem.oal.println{"*-- Closed connection to server";;

for recerving bhack respor

dow



2/14/08

1036 server/ServerCAndC.java

b

[ETRNES PVRN N e BT « - R R I

P
o

package :eopver;

import . ivai.i1o.laflrecezke
import java.i:.fileKead
impart ol
import Java.
import
import

&

or

o
E=1a

SLErInTWriTer;
Java.nel, Server3ecket;
Java.nel.sSocket;

* Listens to cliont reguests to parse English senlences,
and sends back the parsed eaxpres=ion 1 PRS Lorm,
{an operate over a remote connection.

* @author Jamie

s
Ve
public class ServerChndr |

final
final
final
final

static
static
static
static

int part = 491%7: // port (o which teo listen
Soring INPUT_FILE = "input.txt";

Seriag INTERMEDIACE_FITE = "outpubt.txt";
String OQUTCUT_FILE = "outputBOXED. txt";

/7 Starts the soap server, which roceives parse commands,
final static 3+ring soapServerCommand = "../candc/candc-1.00/bin/soap_

server --server localhost:9000 =-=-candc ../candc/candc-1.00/models/boxer;

36:

3s:

/7 Starts the soap clrent, which
final static S:ring soapClientCommana =

sends parse coniands.
", ./cande/candc-1.00/bin/soap_

client --ipnput "4INFUT_FILF "™ --output "+~INTRRMZLIATE_FILE+™ --url http://localhost:90
aa*;

/4 A command to ‘hox’ the CCS to produce o DRS.
final static S-ring boxcrCommang = "../candc/cande-1.00/bin/boxer --in

put "+INTERMELIATE_FTLF+" -—gutput "+0O5TPUT_FIL=Z+" --box true --flat™;

N
L

47
EIKH

(RIS ]]

public static void main(3trang(] =
Runtims Rintioe.getRunsoms{;
try
:

r -

Sar

ervorCAndC cle - new verlAndC();

zute{scapServerComnmand, false, 20000y, 7/ Start the 5

aXx

srcServerlastens:ri);

} ecatch!bxception <)
e.gr_nlSrtackTrace{;:

1

public static void execuie(Slring commard,boolean wair, long doiay)
I

try
[
A4 Execute the vommand via command line promot.
Proc L= Runti~o.getRBuantire () .2xec i xormand) ;
S/ Some comrasds we cin detect when tney/re finishked.

AF For starting Fhe szap server, we den t know when 1t
A4 orrady, F0oinsresd we wail o a Seilablco of Lime

@
Sy o oo A

T

o

w server to start.",;
G.

[

P
: L catchivxception )4
<,printstack.racea|

i

© ]

& B

g

5 e

£ * Reads tpe file produced from boxing, and extracts

) * rhe DRE stripg from it.

g +

7 public static Straing extractDRS()

7 {

it try

T3 i

Té: Bufferedwcader br = new BuffersedReaderinew F:leReades!
. /outputBOXED.txt") ) ;

75: int 1=5;

Ta: Strang line ",

T while{1«<=123s&br.vready ]

78: [

79: tine = kr,rcadlined)

50: L4t

B ]

g7

41: if(l 141

H4: {

g5; int JastBrackel Pros = line.lastindexQE{")");

i line = line.cabsbring (0, lastBracketPos; .Ltraim(

g return lins;

[0 1 else

A s/ Case where thc 280 parser faricd

0 return "";

G 1

az:

EEH } catch(&xcephion &)y

a4 throw new srrorie);

952 I3

Ght -

97

g8

99: ing Tonoeclion requests.

J0:

public statie woid startisrverliigtener i

1
try
.
Systen.cut.praintln{"*** Listening for incoming connect
sr Tnrrzal
Serveriacs new serverScckebiport;;
B £ e waal the prograr to always accept oronnectioas, =
o we Ioop continuously.
R whiletrue' |



02/14/08.
server/ServerCAndC.java © o

Samections

| catchitxcerniinn o) q

c.prrnidvackirace ‘

(S SR

ca i
104 ‘
V2

1@ ‘
cor. e

128; * The CAnRAC Parser reads the noint siring from g frle. |
c 2% * Tha methoa pu s &string 1n oa fale to prodoce ‘
T3a: * the sutteble rnput for the parser,

137 */ ‘
TiZ: public static void wr_ocelnputToro.ci{3%i.ng sII,

T3 { ‘
734 try
135 { |
F3f: PrivtWraics (w o= new PrantWriler (INPUT_¥1LE} ;
3 pw.przatloozied; [
Ty ol s

: cateh(Fxoont-an ‘

=s.uprinkt8racklrace(); ‘




02/14/08
11:40:33 server/ServerThread.java

package server; SR 1
59:

I import | avae.lo.BaffersdReadsr; als

4: lmport ave. o.InputSoreamBcader; al:

5: import juava.lc.PrintWriter; 62:

b o 1MpOrt Java.n=t.Sockert; ad:

i 64 LA Connection terminated kk&";
b oE* | (5

EN A Serverinresa 1n anstanciared by ServerlAndl, and o } catch fxren 10 =21
18 *represonts a service ror a particalar clrent. [ e.crint3tackTrace( ;
it * Soveral SesverThroads may be running xf mulriple [3-H
ter o e 2re ooing concurrently served £9:
"3y ¢ daurkor Jamie - -
14 * ' R
15: *
't: public class Scrverinread extends Thread o

: Fackot 3;

: public ServerThread(3cckes s:{ this.s - s; j

public woid runf{)
i
try
f
Bysrem.out .println("*** Accepted incoming connection. *%*'");
7/ Associate reader with socket
BufferedReader bhr =
new BufferedReader (new InputStraeamReader (s.getln
PrintWriter pw - new PrintWriter(s.getOutpuidtream(),true)
/¢ Read just ! line
Strong st br.readlains{);
/¢ Now recad unbil we teorminato.
while!!st.equais(™."))
LR System.cut.println{”Parsing: “-s:1; I
4 i
A4 !
45
and. true,. .
Al

~L.nI"DRS: ".airs);

FRo o r b

ni"*** Raguest successfully p
rocassad, ®A*".;

T - br.reailiie.l;
if{st=-null;break; i




02/20/08
14:25:29 ¢ pipeline/AnswerConverter.java

1: package nipeline; |

1 amport  iva B Tterearcadar;

import =

import java.i: private static char u=.i- .0 Sir--v _ -2, int IveIlE
s . 1
Te gk 1f  C-araster.Lslogtc inew O LlTe=. s :
ER T Converts rpe pl frle incuv 3 seator TV ! return | ae.cnarAtistariPos);
9:  * Rows ! the UV have the torm: else return —ecisome, ae
Ty *F Mwmamk o tnouns " | .
Tis * Bautior Jamre [
. |

- s

2: public class Arswer{-onver:

1%
e static final Strai-3 srpure-le = Y. /files/answers/2/4(d) .pl"; |
1 static final Strang outgntbile - "./files/answers/l/4d-answers.csv"; [
19: publie static void ma o arga) { ‘
2u; try :
21: y |
22: 3. ffevedReader br - new redieader (new FileReader ! nputl’ile) ) |
23: FriatWriter pWw : new FriulWriter{oatputFlle;; |
21: |
25 while{br .ready ()}
IE . '
27t Ftring lime = b-.r2adla H ‘
|
N ifiitae.1indaxOr ("%") =0, |iine. 1 adexty "noanswer") > $ 1 1ine, tna
ex3® MansWwer™) t=0) ‘
30 L
RN 4/ Reject ‘
Jz: 1 else ¢
K int openfrac = linc.ndexOf ("["); ‘
ER int pextlomna = 1-ha.indexCT ", ooendrac);
E char sorc = genScrreiiine, naxts A+l ‘
36 int cpenduote  Line.isdexcd T\" ; !
37 int closefuole = lineoyndexZiM\"", cpenQuate+1y; |‘
3g:; 3T:a ALSWST ] '
N if{closcQuete»s Dlanawer = line.=abstring {opengueta+st o ‘
else anwwar "i1ne.substr ina{openQuote+l ) ‘
ANBWe: = arswor, replacaesl liTveT, ‘
Amewnr - dhawer,var_acedll )"t H

7/ make sure Lhere’s space hefore comma ‘
_ AL AL
= &I Ewa W M
A4 make sure therd’s space before full stop |

Gz AT Swar poZer_oarahl o A P

q16: A4 remove duplicate spaces ‘
A9z AT Eswer, T ;

s |
G dysiem.out.print ln score-"\t"ranswer !

RO pw.orontinfscorer"\t"vanswe-); ‘
03 ;

LG4 1 ‘
o5

I
s
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- 14:30:38 pipeline/ArffGenerator.java

Z:oimport  ava.to.lcinlWsiter;
I : wmport “ava.util.EashMap;
T:owmport cava.ubiill lnxkodlisoy
#: wmport -~ava..til.iisty

i: owmport iava..ril.Map;
G

i: package p_peline; 63
2: import ov..l1u.BubferedReadsr; ‘ Fad s
i: 1mport R I S O R e P 1 =
Ad: wmport Gvi.lu.lrintsiream; I &

o

o

£

1l

10: import ava Tz
T import tavi T3k
T2 K
T3 lmport 7
14 7
-

TR A

e * Generates an arff fale,

“B: The input frle a5 4 T8V with tak separated fields "score DRS strang™. !

G

and then produces a binary table with the atoms as the columns.

*
* Il extrdcts all the semantic atoms from eack DRS, collates them,
+
* Pauthor Jamie

-
*/
public clase Ar{iGeneractar [

static Slring inputFile ".ffiles/Bb-answers-processed.cav';
static Slring outpullile = ".ffiles/Bb.arff";

/10 this 15 Sel to true, atoms which occour only 1 time
/4 1n the corpus are removed.
final static boolean CONDLENSE = true;
public static void main{Stringl[] args)
{
System.out.printin{"Usage: ArffGenerator INPUTFILE.csv "+
"OUTPUTFILE.arff");
1

generaraeFile(argsfil,args(11,7,0, false, System.out);

public static void gencrateFile{3cring *nputFile,3tring outputfils,
int numscagments, int segnumber, boolean oxcludc,
Front8Llream ps)

n("Input file:
("Output file:

i~

0@ =1 N

R o o

.readline{};
ngr o

Strirng lins = br
ifilane.1ndex
[

Stir_ng.: .1neFarie

S0 = LRJreader
L

a."Successfully parsed line “+rn._il-res-".

ps.prontla("Nun lines: “+numlznes!;

S/ Work out segmenls

int startFos - J;
int segmentlength = O
int k=0;

while (k<=segnumnser)
{
startPos r= scgmentLenglh;
seqmentLength = numLines / numsaquents; A4 Lakes divisor;
numsegments--;
mumlines -= segmentbenglh;
kg

1f (texclude) {
startes = -1;
segmentTength a;
I

/7 Want a sec with all the atoms (bit we want
/7 to 1gacre the testing segmenl)

foriint :=0; 1<atom3e-s.sresil; 1-+]

I

if(tiz»=starcPosdilastar il os - soamens Les

{
Segt<Sir.ng> atoms atomSets.acr i)
ny atom
1
1f ‘2.’ -5.Li2 i
else ! Eiel H

a count of ', we oniy inciade 1vo:f

& has

re t condensang the JiSl.

ri atom @ allAloms.k2yseril,
ifta. IAtzms.get ., atar)>1 Finelhl

else ir,!TONIWNGE f1:a

Pr.rntWriter ow new PrainktWrote: b ooip b [0y
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- 02/20/08
-+ 14:30:38 pipeline/ArffGenerator.java

“:. "% This 15 part of a test suite.”

10 "% Took all lines eacept "-:.zx-

[ S I LI 1]

2T arTIcE-sTane

pW.printinil; \

"y . |
;

"y

w.rr-r-1='"@relation mvexample

for‘s ring aror @ rains cmlis™i ‘
pwL,orintlog"@attribute \"eareo-"\" (0, 1},

[pts) "@attribute score { 4",

Strong sooresTs

fortint 1 TcemaxScore; tio+)scornstrang+= Y, sy ‘
seotaStrioge= "} .
pw,.nront 1o isecreScring) ; ‘
rw.println(}; ‘
uw.pront lzi"edata™

int 1 = 07

for (SeteStr ing» atowdel : atamS8ets! )

{
if(!(1v=slartPraeiiicstarlPostuaamentlnagth) ) ‘

1
for{String atom ; inalktbomiisl)
: |

A/ Check to see 2 f che atomSet has thas atom.

if latoTser .ol arptow.anrans (M1 ‘

elge pw.orinkt ‘
= pw.pr.ati™, " .
15 1 |
15 I
Tal pw.printloiscoras.oern (2 |
e .
TR2: 1t++5 |
- : !
B4z
Ting pw.2lcse ) |
TEF ps.printini"Successfully generated file ™ cuipiiFiie,; |
1En: 1 cateh iFxcertion a
T CLLriniEs Ty ‘
170, throw new topped”!; ‘
Tier i [
Tx:
caa |
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if!

1; package ,.0c . ine;

import : e aalze :
import ;
import
import PARSED OK" :
. g
import Lrg.veplies WYL,Y oE Yoo
else
a vE.o “XXX FAILED"';

Dar=ser .,
*odauttbor Jamze

we o
* s LA A

public clags Fi'leParser |

Bl
static String inpullile = ", /files/Bb-answers.csv"; A1:
static Hiring outputFile = ", /files/8b-answers-processed.csv"; . A2
| £3: alient.close{)s
public static void main(Siringl|] args;) { I H54:
processSenlences{args[D], args|l1), System.out); A1 } catch {(Zxrepricn a) |
3 Bu: e.printStackTrace(};
87: 1
ok \\a:
* Pracesses a single sentence. 59
s 40
public static String processScntence [(Straing sentence) R
{
ClientCAndC client = new ClientCAndri);
try
(
client, conneat ();
Strang drsString = client.getDRE(sentance)
return d-
} catchiExcoption 23
throw new Zr-.:("Failed to connect te server.");
i
]

public static wvoid p-
SLrir] Saipat-olle, FrirtStrean os)

Sanernren

I5Tr2c3 1npatfFile,

[
[FRIN = N Y

SN
1T

Processing sentences, ***'" .

30

E irpLTEL H
S3z

514

331 while ior_.roady)!

Bl ES.prn

o7

55

5




02/20/08.
14:36:22

': package ¢ ¥
s.o1mport -ava
: import
import
import -avi.uwl Map; |
import _ava.,:zz_..3s7;

import -ava,ut1, . Trrelor; |

import parscr.lRircadsr;

s ke LOotre AstEioT.

i ad far tesling purpuscs only, 15 0ol used in Lhe |
A rall prpeline.
r dauthor Jamie |
*

|
.

£
. . |
19: public ¢lass Keywordldentifaier | |

static Stiing 1mpwnFale = Y. /files/5aii-answers-processed2,csv"; ‘

public static veid —o.nisirinall args)
. \

1frargs,lepgtn> T)genzrataFiletlarys[d]; ]
else gencraratile{znput®ilel; ‘
.
: |
b public static veid goneralsFoleo(String arpui=alc) ‘
2 ' |
EDN Map<String, Tnleagers atonCounts = new [laskMap<i-ring, Integer>il;
o |
12: try }
ERH r ‘
3é: Bur fercdicadoer o = 2: cdResae (Tevw Hea . :
e int numl.onos=0; '
A while 'or_ reazy ' !

3z {

le: fzramg lane = hrlreaai-nedll; ‘

i9: 1f 11no. indexdt (" ol

EIH [ ‘

“ie 3Tring.. Limebarts = ang.spet UMY

{3z DRSroader catomize [ 1inaP T ‘
ey =nulltaborCoanls.put falom, 105 ‘

L

ator,

o oakbomdount

C.arT o V=L

tLpt nzlnoae




© 02/20/08 L
14:39:41 pipeline/Trainer java o

= package | :pel.ns; o pe.praal n{THERARERERE AR R AR
o : "EXECUTING TRAINING”' ;

| i
import ‘ n{
import ! \"Using learning type: "1 .-°
import ' ln("*% Saving trained model to Pt
import
o1 amport
2: aimport i [EE N
- 1mpert
“L1 oimpert '
" import
"/ import
"1: * %
t * fakes an ar:tf frre tn -y rree witfi, 4and an Cnsbtance
Tas * to olassify, 1nilially -n DES rorem. Praduces the number of marks
T * this instance hds heen awarded.
" * Wauthor Jamie S
9z * ~ Changes the exconsion of & rrlename.
RV =/
Z1: public class Trainer private static Strong chanjefxtensionistring {ileName, Strirg rewsxt)
T"."— .‘L {
PE: public static wvoid train(Strirg trainingFile, String trainedModc!, int pos = [ileMams. lastIndexdf(™."
Z2d: Si-zing learningType, PrintStream ps zeturn [1loName.substiringl0,pos) + i newkixi;
Fial i i
s try
27 1 private static 3tring getFfolderiBtrang f1leName)
28 ps.printin{"** No trained model found. Creating new cne."}; “
29 int pos = fileName.lastTnaexOL("™W\'"};
30: F:loRcader reader new FileReader({trainingFile); pos = Math.max{pos, fi1leName.indexDL("/™));
: Instcances 1nstances - new Instances(reader); return fileNams.substring(0,pos);
: narances.scbClassindex (1nstances. numALtribates0)-11; 1
: ~iassifier dr - new NaiveBayes(); // dcfault static fimal String trainingFile = "./files/ftesting/5a1i-0.arff"
if (learningType.charAt(0)-—-"d"}dt = new LecisionTabled]; static finmal Strirng trainodModel = v ffileg/trained/5a1i-0.model™;
if{lerarningTyve.charAt(0)=="3")1{ public static void mairn(3hrong[] args! |
/7 Learning typs 15 erther 737 (a standard wmark scheme) trasoftrainingF_le, t-an=cMode] , "d", Syslom.onr i
/7 ar aof the form “3-k”, whers k 15 the rtaral pessibls mavks :
H /7 ahtiinable before 1t .15 cappcd the mdxomon mak.
H /7 (e.g. "Any of the k followsnyg, maximum n®)
W alzo need fo zee 1f there .5 3 ‘main.markicsl” oo
in i Fame relder as rhe rtraaniaghtiel T8 so, use ot
H Sirong carklLosbFelo = zetE a D+
"/main.marklist'';
if'!'inew -:'2 Tar«Tis _ null;
e
4%
ir: ’
PEN
54
S
DE: "markscheme"” ,
350 L= g i
52 H |
: if i cara g TyEe, cRaTAS (0 ‘N’ = new NatveRayes!T; f
dr.reriliTlassof1er (Zosbans ; ‘
\
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package r.u=line;

import “teredRacdar;
import [ShaH

import Cankeader §
import =
import

import 3

o

.

public class Webs:z

i

An alternziive way of parsing Enqijsh sentences

WD OAndd parser

and L ingle parses

b;( 1l owoild be or.al Dehev4u_r
O parse dnd entire dita sot.

@1<udor_

telarser

A4 URL to use.
final statie 3-ring ur. = "http://svn.ask.it.usyd.edu.au/"+
"demo/demo3.cgi?sentence=";

final ptatic Strong url2 = "8printer=prolog&model=akresolve=yes"+

"&subnit=Parse+and+Box%21";

BaLn me*hod [or parsing an entire file.
.ffiles/Bb-answers.csv";

static Scrimg ﬁHLpULpllb = "./files/8b-answers-precessed.csv";
final static int cxamplel:mat = 12008; /7 do oll of them

final statiec long dslay 250G0; /4 Z0seconds

JF Used 1n tho
static

public static String getCrsFromWob(dtring scntense
-

try
codeseutenca) turtt;
MotulllU-ll;

Siring fulail = url-LRLbncoger.s

Rygrer..u”.orontlni"Reading from:

R[N weblrl = new URL(fuilUrl;;

B lfercdkozder or JReader = new BuffcredReadar (
new _nput3treankcancr{waeplrl.openS-reami);

int | 0;
Atrrrz oarsdtrone =

while ur'Reader.ready (} 4&:i<=17)

o

P

Grrang l_pg = ur_Reader . reasline(i;
ifii= 1%

ClastInaex0f(7) %)

*Jthrow new :

. '"Obtained the DRS: ".i:

Ji 0, lasnirAcKel Fos, LT

{"Problem obtaining

i

pipeline/WebsiteParser.java

catch’ ~“koaot

RTa**,:arm

L o]

return null;

* @doprecatod

* (lze 0@ the oaline pai-er 37 oont

JSatd

el

* ag sirongly discourayed. (Use FaloParser instead,

€7
public static wvoid main{ziringl] args) «

try
[

Dufferedieader br = new PuileredReader (new Pilelaade; {(inputFile) ) ;

PrintWrztler pw =
int oxampleCounl

rIToriouniput

U

while(or.ready () &&exampielounl cexamplelims £

String line = br.rcadline!|;

int textPos = line,:
Stving scors

System.oub.println{"Obtained DRS:
pw.pr.ntiniscore-"\Nt"+ars3ivongl;

2RATC.CSGn L+

E -.out.
Tarcad. ;lenp(ooiay)

nedlexOL ("\E" a1
lire,substring {7, lextlos- 10 ;

ring drs3iring = JeturstrcomWen (s

ner . substringitexi Pos)l;
“"+drsString);

sintlo(“** Sleeping for 20 seconds":;
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package - H

import - e T I Y - AL
-: 1mport - . s : - - .o 'nt
import T . Ll Lo S= [
S:oimpert L . s - .ooITq : A e “Decision Tree",
': import e - : : "Nalive Bayesian Network''. "Cumulative Classifier"
: import RETEE . T T o oo s = new [ ToaoLel . CSe tagl g
import .. . P STl : . - - It . ;
import - o 1 : Ll Lozl - _=
import .- .. )
it . _ Sy < L . . B . el
: amport Taal- L Lo
Z: amport pwmA L Cw il mL e roo _ = New . - ;
import mes Lol - 1 coadtire rreesEar, o [N - [
n: import
: 1mport v "
import ; - = - T LT STt o= new T. -1 o "gGtatus" ;
st 1mport % JEamd PRI new - auochoo;
z_: 1mport T H R Fa : LA T Vs R
Z': import LBo1 L !
Z.: i1mport = ! new _lcxliiearld aovg
23 oo DT Ll
it impoart o L LT— bl new TR DET A TR e )
21 : false :
= x4 e Ll ane
27 > [RReE e Too= W3 (-
28 - ! | A A e new _--.:ao
Ze T Faorn e R ' oo Lo ane ], add cFeofe
3% A Tl
. ! Tieayenl1T LM T

z: public class Zv-_.a -r2:ne  extends T3z implements v CpETTy.lo07 e ol

"

final - o %7 = "Create a new folder, containing either

ERE "of the following:\n" . ,
v "* answers.csv - a file of the source answers in English.\n" ! public void ¢, v RTE A PO S
E " answers-processed.csv - a file of the parsed sentences.\n"™: H if ."progress" .= -

B int wroazdose o= 0 = Mewvo s Lo

" This skips the parsing stage.'";

v L '
4 o
Lot = new A3- I Mine occegar, stroaeasr g Tl
- re public class =.3l. ~v-7 ~_. . implements &c Loi-baor
a4z : .
[ L public void <. r Ll e Al oD, wer Foae
Ar:
final | e w¥T el c=r. ol = onew - 70 -.ts T this, : - - e

t: *Test directory","DIRECTORY"' ;

S a1t final o
- I Vg el
- -y firal . -z_-0 L0 G2 Hane O 1lens ;
oy : if -_ -0 = -null =00 - s .
- - Vom0 g o "ERROR: No folder selected" |
R _ s else
-t Term o treaal, Ul e
e 1005 < = [
o IERE . . H - LT LED =" .this ;




02/20/08
14:14:54 gui/EvaluatorPanel.java

—n
- ¥t R R .
- - - - el
public class __:~- extends i uac o4mve T

publ:.é [
thisg.- ~

et publac . . _: L I:Z-c<nonond
. if leszroniTvre.os 2l Mgt
: Stracg
by LOT LI el L ot w ] .t
ino: "OPTIONAL:; If the mark scheme 1s of"-
155: " the form *Any of the k following,"-
16%: " maximum n*, enter k.":;
L I ifizt=""&Rkz'=null" .r3rrninaTv R AL
150 1
[
T Tester.test (folde:Nere, Zzainza 1Ty,
T new CUI0aTraLr istatisArcal, L cree s Loar g

return null:

public veoid duoet; 0
vl
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package

import
import
import
impart
import
import
import
import
import
import
import
import
import
import
import
import

import
import
import
import
import
import
import
import
import
import

public class "_' - 177 :n2t extends

static .-
static 1.

fanal static 7 o il

public > - - - = -l
public . <74 37 Tt

Super
thais.: : . - H

gui/FileDragPanel.java

;
;
H
PN,
AN

" a1 1 1mplemants

e ol = " ficons/document.gif';

= "_/icons/document_greyed,.gif":

return : - _°

new “ -
- new e -
A new - - “Tahcma",
- = new new =
R new _ - new
N R - T onew t
- e Soain, Tllo-
. o new . vt
. N :
-

Foae 1ot/ - ne

public void
public void
public void
public void

public void .rt
try

sooEet the drropimeny ol e

else 1f

EE

‘ Tiowe
reé;rn;
:;i;v r;
B TE R
s ;;ﬁec
A - B

return;

AT

.

new

-

12 N 10
~gTargor-this, this,;

w ;01 "Tahoma",

13l

oAl

P N B

L
w ) -

el re e s
1 [ A |

[P oo
EER=Ea

1 AR T3 SRR
h_t T3,

‘ ’
LIRS 8|

ot
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else 1f - . T

catch - - =

public wvoid e - e T e e

this.- = lEeos

private statiec - DoTwT R tmloen Toc em T

dmat LT

tw oo tern pfl
CEAL AL SO I V- R IRV Vo 2 A
return ' M
public class - » implements - .sT -
B D new “-:l-0- -.=r
fipal .-~ -~
public == - final Tt - i
this. vy~
- T N
1f wr- . )
+ IR
ic-
1
= H

else

Ty
co- 1T retarn [l ity

gui/FileDragPanel java

SR SRR

Lt

public class "-__=

public void EIN .
public wvoid Lo L=
public void - : - N
public vaoid -

extends

il G

public ¥, N St : I
this.! oo [ B

public :' - 1
return L

“DIRECTORY" "Directory"

public boolean =- -t -

if - _—-._-0 - RS return true;

if onom o= fuwe-z (18 ¥y :return true:
else return false;

i
return false;

i
FrbFER=en 0 o 3T
e oAl null;

ettt T

public Z'p oy

Lo lemb T g

return --x°;
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14:17:02 gut/GUIOutput.java
: package
:amport - .. .- - ¢

T 1mport P S ]

4

: public class .7 - extends T _ -

public Foerrop o TR Xt A La T
super . . . . 5 this. ..

R public void .: - . F ot 7= Calarpmoats UA\alt;
public voad o o' Y Lvono . PR S ‘
public woad v - oant - L N L L L LA |

public wvoid v - - . TenLAanpen o M\n't
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14:17:50 gui/MarkerGULjava

;. package

import
import
import
amport P

: public class

public static veid - ST T oar.
T new “I: . - "Marker" :
= - true
try
LIRS FE A
o= St WAL i

z

' | Lal =t new raTen g

e i "Pipeline,

s wor (", /icons/palmpilot.gif",
. new ot o recanel iy

£ cans LA e taln "Evaluator™,

s new Tige

|

{"_/icons/cog. small gif"™i, i

s new Fuwal ancl v,

AP e siLantlat  "Marker', ‘
|

v " /icons/construct.gif’™,
. ceToar el g
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14:22:42 gui/MarkerPancl.java
package M H ST il - . oL . - .z

import - . T A B i A new - naw . - i

: import - ooy H B = i = 3T = ;
import L L. T H : T .- - B | e - ;

import - . - H

import - v .. o=t ol 0 oo [ R A LT

import o
toimport oo

ol - = g : oo ER—— new " . new - . -
©oampert oL WL oLt T mal - g H B new -
:oamport . . P T oo new - - "Tahoma', T L
import - .- . .- e 1 I LT

import . - T B T R
: aAmport < . L . [ : R N T TR
import .

|
"

' oimport e
’ import H Vel Lol ST - . LD ;
e Fos S s at= LEe - ;

1'e; import
¢+ 1 lmport

..+ lmport ; k B e A T AT 7O

.1 import Ly , et public class .- e wmplements . .10 oioor oy
_ -1 lmport L . ‘ -

_Z: import LT - ‘ cr puk:lae void LTIV ELL ©

S Amport garsen, ) T2

- import ool H null return;

st lmport R ! =null return;
LmpPort v - ~- 7

LMoL e < Lt d = H | PR Rl Ay L e os TS Olie
Lt “ Tirl7 Lot D S Tt ]
T - oo by anes anid
N arsr T bion. SeTe T I
“E: N IIRE-S A PTN D
Tt ! v
ST A ' ez try

public class " r«<:. " 200, extends T - - ! oLt .

r new - _Fl rrivetdegs
I

cea iy

1t ek Reading ARFF.':;

LD B V) L B

T L. - pnew T - ctarclithis,"Arff” Marff".; Vo new
B new ! = r-1Fa1 -~ this, "Model", "model” ; T ez,

DTl STiieltacaitunng : booclean rea<in true:

- S ant 1=
public A.owinn e, ' K while . v=ouy, watd 2 17,

s '"Rattribute' .

ant s E % T A S
: . - false;

T . - L. R Tnew T oo v T, Ion, T ; _: else if T _-o. - . "@attribute” -7 7

: M L L T L N T IR LI T

i - ; b if! E clpiar ot 'score',

oo CNE R SN S T - e
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14:22:42 gui/MarkerPanel.java

nt L=

double - = new double
for int . - -

new P Lo T

- r '"k% Found trained model '".

R Db T LR S
-
; [
hew F 17T
;
double . Ao Comze_ Wl L.
i cyetem oL Ltronzli "Classified as: " I
- e T T L
-s
e
[T T catch: ~orrae s oxd
I el rinrGtaccTracs g
Lin g i
[
[
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: package . -t - e —

import - - . . R o H L B
import N B H

import T LT : P T . - - : H
amport - oL L 5 Uity oos <o I AV o

import - o L L P
1 oamport L ot Lk

v S = . . - o = new . R -

:oaAmport o o A.zoe. . . T LG 4 T . = .: o= - ;

: import i= H IS A H

+: import - H H

sz oimpeort ooz oo - Lt new - - et

: import PN z; - - e new - ' e ey :
_: amport - - B H B P BN

croimport i Lum. so .k T T L P ~ : e

. . 2 B 4 -

~: import |
import [ L.- _ <. =

- oo public class - .7 - 'lz=*~r-: amplements © - o7 o -

Lo ‘: public void ¢! tr-srLuameiti T 0 R T o

- a 2l LTIy
St g ' i ST
T * i ' B 1f sl
e * I 7

o » T

- “ A

. . | A ,

N . Gatilo ! oz S Tara T
: - B T 1L O T

i, - ! Lz

B -z a1 47e 'this, "Source CSV", "gsv'" -1 public class -_-. ». _ 2o amplements Aorg. o loccone,
Tt L= LoEet ;I caarae this, "Semantic CSV","csv -

"o, : public void ot - ~ierfourmsarAerienl e
) ) this,"Arff"”, "arff" ; : r
1 this,"Medel”, "model™ ; oz CIRE

M T e 1 =HOT
- ‘ e SUraro i e, Vel I
= . : if :mar ze-r s =ivanie= null Lo
c - Cracwairials U7
- " .
< LTI T, H - return;

"Status" ; _A: I . new -~ T.- . ol s

: , . false, new LT

R w0 T 7 Lot i
= new . " ... = e Cer

- false ; 2 publac class = - Do . ¢z implements - v _nzcoz

- ) S i oa = el e - -0 : : public = - R !
R -+ . ;7. =z=z.c, "Decision Tree', "a"
- L T S -.r.' "Naive Bayesian Network”, "n"
- FET A D .o : --.pnt o "Cumulative Classifier™, 3"
: - T -l Do H
L B mew ... T -

. ' -z public vaid | - ) e L e e T
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if | C o -==null .. -, -==:null
- - ~+ "ERROR: Files not specified
I
return;
o= z !
v

I - :— _this,
"Please choose a learning type",
“Learning Type".

null,
[ "Naive Bayesian Network' ;
L
iffet nulliira .=z Lo g emh Tab g, ot ul o Cetvam
= = [N s (B "onew T s






